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Introduction f

* Previously:
* Covered a broad overview
* Looked at more detail
* Ran through examples

* This time: looked at more advanced linear regression methods
* Generalized Linear Mixed Model
* Longitudinal Analysis
e Structural Equation Modeling
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Reviewing the Basics§_e

<’

* Linear regression: modeling the relationship between a response
variable and one or more predictor variables
e Structure->simple, multiple, multivariate
 Predictor variables->polynomial, fixed/random, nested
* Response variables->Gaussian, Logistic, Poisson, etc.
e Other considerations Regression line

* Process of ordinary least squares . —E,.m,,c,fpredimn
* Need to consider assumptions and model fit

* Lots of ways to run a regression
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Topics Covered B2 .

e Generalized Linear Mixed Model
e Software: SAS Studio

* Longitudinal Analysis
e Software: R

e Structural Equation Modeling
* Software: STATA
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Descriptions ~ -]
A Generalized Linear Mixed Model is 1

combination of a Generalized Linear
Model and a Linear Mixed Model -

0.8

0.6
75

Measurement
Proportion

04+
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0.2+

A N ) N ~
| | | |
Count

* Generalized -> accommodates non-normal e 0 2 Soe o 4 P
d | St ri b ut ions identity link logHink logit-link

* Mixed -> allows for random effects Single level model = Random int. model =~ Random slopes model
(a)

* Key differences in generalized linear e
mixed model and linear model: /

 Method of estimation: Ordinary Least Squares

=| e

Intercepts
Intercepts

vs. Maximum Likelihood (iteratively maximize
likelihood of parameters given data) = '

Slopes

e Distributions: Normal distribution vs. Others

* Model scale: GLMMs link expected values to Linear Regrassion - iadion
model scale with link

Slopes

Slopes

e Random Intercepts/ Random Slopes:

Slopes
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Formats

Basic (Random Intercepts): Nested:

PROC GLIMMIX data=dataset; PROC GLIMMIX data=dataset;
class TREATMENT RANDOM,; class TEACHINGSTYLE STATE SCHOOL;
model RESPONSE= TREATMENT; model RESPONSE = TEACHINGSTYLE;
random intercept /subject=RANDOM; random STATE SCHOOL(STATE);

PROC GLIMMIX data=dataset;
class RANDOM;
model RESPONSE= TREATMENT;
random intercept /subject=RANDOM;
PROC GLIMMIX data=dataset;
class RANDOM;

model RESPONSE= TREATMENT; Random Slopes:
random RANDOM: PROC GLIMMIX data=dataset;

class RANDOM;
model RESPONSE = TREATMENT;
random intercept TREATMENT/subject=RANDOM,;

Random Effects Only;
PROC GLIMMIX data=dataset;
class TREE BRANCH LEAF;
model RESPONSE = ;
random TREE BRANCH(TREE) LEAF(BRANCH TREE);
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SAS? Studio SAS Programmer Sign Out
E Xa m I e S w Server Files and Folders [# Linear Regression Module 3 examples.sas %
*- @ & F B O CODE LOG RESULTS  OUTPUT DATA
4 8 odawsD2-usw2 2 ©- BB B & o ¥ % R ® % @i 3 4
1 Folder Shortcuts
4 [ Files (Home) *EXAMPLE 1: Basic GLMM with Categorical Treatment;
° 4 @ my_courses DATA multicenter;
1 . ; i input center group$ n SideEffect @@;
u IC‘ I I ‘ r M briandarby datalines;
4 [ biometrydatassts 1A32141B33182A30 428 288
3 amphipods.csv 3A23143B2494A22748B 2210
[} anhydrobiosis.csv 5A20658B21126A19168 203
R i 7A17 27B17 68 Al67 8B 15 9
NPK D5 antnests.csv 9A1319B 14510 A 13 3 18 B 13 1
[ Ashton.csv 11 A 11111 B12212A10112B9 @
[ barley142.cav 13&9213B|9614A8114881
[ beeduration.csv 15A7115888
2 [ bots1.csv 5 I
R‘ [ cad.cav PROC PRINT data=multicenter;
[ calibration.csv
3 cobralily.csv DATA multicenter; set multicenter;
G cc"licos;te ore.cay Prop_SideEffect = SideEffect/n;
Y ey
.
[ crickets.cav PROC SGPLOT data=multicenter;
I I Igs 5 eggpore.csv vbox Prop_SideEffect /group=group;
3 FDA.csv .
D fich.csv PROC SGPLOT data=multicenter;
[" ks vbox Prop_SideEffect/ group=center;
y galapagos.csv
5 gastropod.csv PROC GLIMMIX data=multicenter;
[y helmet.csv class group;
D honeydew.csv model SideEffect/n = group /solution;
[y insulares PROC GLIMMIX data=multicenter;
[ invasiveplants.cev class center group;
[ iron.csv model SideEffect/n = group [/ solution;
[ ischemia.csv random center;
Drtalaesasi PROC GLIMMIX data=multicenter; *same as above;
. lass center group;
b Tasks Utilit: £ i
seKsand = model SideEffect/n = group / solution;
b Snippets random intercept / subject=center; *random intercept;
v Librari lsmeans group / ilink cl;
=T ods output LSMeans=1lsml;
} File Shorteuts /home/markwilliamsen20/my_courses/markwilliamson0/MW_2020 Work/Presentation and Module Examples/Linear Regression Module 3 examples.sas Line 12, Column 15

lhttps://support.sas.com/resources/papers/proceedings/proce
edings/sugi30/196-30.pdf

2https://v8doc.sas.com/sashtml/stat/chap41/sect33.htm



https://v8doc.sas.com/sashtml/stat/chap41/sect33.htm
https://support.sas.com/resources/papers/proceedings/proceedings/sugi30/196-30.pdf
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Examples
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lhttps://support.sas.com/resources/papers/proceedings/proce
edings/sugi30/196-30.pdf

2https://v8doc.sas.com/sashtml/stat/chap41/sect33.htm



https://v8doc.sas.com/sashtml/stat/chap41/sect33.htm
https://support.sas.com/resources/papers/proceedings/proceedings/sugi30/196-30.pdf
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1. You want to run PROC GLIMMIX to model a medical 2. Match the following distributions to their appropriate link
outcome (Med) as a function of a categorical treatment function (A, B, or C).

(Treat) with the hospital (Hosp) as a random effect. How
would you set up the following SAS code? 1) Poisson  2) Negative Binomial 3) Binary 4) Normal
PROC GLIMMIX data=dataset; ,
CLASS ; w A =B 1 1€
MODEL = ; M ie HiE
RANDOM intercept /subject= ; N =1 4 '
3. Which of the following are likely random effects? 4. Below are tables from a GLIMMIX procedure. Is the fixed
effect significant, did the random effect affect the results,
Treatment, School, Ethnicity, Temperature, Block, and is the model a good fit?
Color, Chemical concentration, Site o Typel Tests of FxedEffects | | 2log Licounts |r.effects) | 20262 |
CovParm | subject | Estimate  error | [ Effect  NumDF ' DenDF | FValue | PraF | | poargon chi-Square 2324
':::em e | :;: n:j:: solvent ) 19| 495 ] <% || pearson Chi-Square / DF . 093
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1. You want to run PROC GLIMMIX to model a medical 2. Match the following distributions to their appropriate link
outcome (Med) as a function of a categorical treatment function (A, B, or C).
(Treat) with the hospital (Hosp) as a random effect. How

would you set up the following SAS code? 1) Poisson  2) Negative Binomial 3) Binary 4) Normal
PROC GLIMMIX data=dataset; | | /

CLASS Treat Hosp; A - B g€
MODEL Med = Treat; Pl i A
RANDOM intercept /subject=Hosp; "] i J |
3. Which of the following are likely random effects? 4. Below are tables from a GLIMMIX procedure. Is the fixed
effect significant, did the random effect affect the results,
Treatment, School, Ethnicity, Temperature, Block, and is the model a good fit? |
Color, Chemical concentration, Site conatance Paramete Esumates TypeWTests of Fixed Efects | | -2log L(counts | r.effects) | 20262 |
CovParm  Subject | Estimate Emor | | Efect | NumDF  DenDF | FValue Pr>F | | pearson Chi-Square 2324
fntercept | coeny | omies | ooz | | solvent ¢ 19| 495 | <% || pearson Chi-Square /DF o

Yes, solvent is significant (p<0.05), and colony is non-zero, so it had
some effect on the results. The Pearson Chi-Square/DF is around
1.0, so the model is not over dispersed.
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Descriptions
* Longitudinal data can be viewed as a
special case of the multilevel data 1 e o
* Time is nested within individual i =
participants/observations

* Response variable and predictor
variable(s) measured several times

* Point is to characterize change a -
* Parameters needed to link predictors to , — v z 5

time

response and account for correlational 12z 3 45 o
structure of repeated measurements '

e Simplest Case: Repeated Measures
ANOVA

* Other: Linear mixed effects models,
Generalized estimating equations

Anova, F(2,22) = 30.42, p = <0.0001, ng =0.05
treatment E3 ctr Diet

1001 —

EPT

90+ [

score

801 ‘

701 ‘

WHEREWEREGOINGAWENON{IINEEDESS,
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Formats

Repeated Measures ANOVA: Linear Mixed Effects:
aov(Y~TREATMENT*TIME + #Random intercept
Error(RANDOM),data=DATASET) Imer(Y ~ TREAT + TIME + CAT + (1 | RANDOM), data = DATASET)

#Random intercept and slope

NESTEDDATASET <- groupedData(Y ™ TREATMENT | |mer(y ~ TREAT + TIME + CAT + (TIME | RANDOM), data = DATASET)
RANDOM, data=DATASET)

Generalized Estimating Equations:

gls(Y ~ TREATMENT*TIME, data=NESTEDDATASET, glm(Y~ TREATMENT, data=DATASET, family="“DISTRUBITION”
¢ corr=corCompSymm(, form="~1 | RANDOM))
¢ corr=corSymm(, form="~1 | RANDOM), gee(Y~ TREATMENT, data=DATASET, family=“DISTRIBUTION”, id=RANDOM,
weights = varldent(form =~ 1 | TIME)) % corstr = "independence", scale.fix = TRUE, scale.value = 1)
«* corr=corAR1(, form="~1 | RANDOM)) % corstr = "exchangeable", scale.fix = TRUE, scale.value = 1)
** corr=corAR1(, form="~1 | RANDOM), % corstr = "exchangeable", scale.fix = FALSE, scale.value = 1)

weights=varldent(form =~ 1 | TIME))
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@ Rstudio
File Edit Code View Plots Session Build Debug Profile Tools Help
Q- 0l - Addieg v
O . 1 @ Linear Regression Il examples.k )
- ScuceanSave O A - R Er T
1
2 1: Phlebi
= |
4 Tibrary(ggplot2)
5 library(nlme)
6
2 7 setwd("C:/Users/Mark.williamson, 2/Desktop/williamson Data/Example Datasets™)
8 phlebitisdata <- read.table("phlebitis.csv”, headersT, sep=",")}
9 attach(phlebitisdata)
10 phlebitisdata #This isn't necessary, but you want to see the a structure
11
12 g1 ggplot{data = phlebitisdata, aesi(x = Time, y = ¥, group = Animal))
13 gl + geom_point()
14 gl + geom_line()
L] 15
e S I ra to r 16 means<-aggregate(x=Y, by=list(Treatment, Time), FUN-mean)
17
18 names (means) [names (means ) =="Group.1"] « atment”
19 names(means) [names (means)=="Group.2"] <
20 names(means) [names (means)=="x"] <- "Y_mean" I
21 means$Treatment<-factor(meansSTreatment)
22 print(seans)
L] 23
24 g2 <-ggplot(data=means, aes(x=Time, y=Y_mean, group=Treatment, color=Treatment))
I e S ;g g2 + geos_line(size=2)
27 interaction.plot(Time, factor(Treatment), ¥, lty=c(1:3),lwd=2,ylab="mean of ¥v", xlab="time", trace.label="Treatment")
28
29 L Tre nt + mal (Tr ment) & Ti + Tre Time + Error
30 aov (¥~(factor(Treatment) “factor(Time) )+Error{factor{Animal)),phlebitisdata
31 summary(aov.p)
32
33
34 nestinginfo < groupedbata(¥ ~ Treatment | Animal, data- phlebitisdata)
35
b 36 fit.compsym <- gls(¥ ~ factor(Treatment)*factor(Time), data-nestinginfo, corr=corCompSysm(, form 1 | Animal)
7
s 38 fit.nostruct <- glsi(y ~ factor(Treatment)*factor(Time), data-nestinginfo, corr=corSymm{, form: 1 | animal), =

P ity
11 2 90 5.54569%4e-1B
3 90 2.200000e-01
g2 & geom_line(size=2)
interaction. plot(Time,

Ihttps://online.stat.psu.edu/stat510/lesson/10/10.1
2A Handbook of Statistical Analyses Using R

factor(Treatment), ¥, Tty=c(1:3),
g2 <-ggplot(data=means, aes(x=Time, y=Y_mean, group=Treatment, color=Treatment))

g2 <-ggplot(data=means, aes(x=Time, y=Y_mean, group=Treatment, color=Treatment))

Twd=2,ylab="mean of v", xlab="time", trace.label=

Longitudinal Analysis‘

Treatment™)

Environment  Histary  Connections

# Import Dataset = | &

b Global Envegament =

pata
09l List of 9
) g2 List of 9

0 means 12 obs. of 3 variables
0 phlebitisdata 60 obs. of 4 variables
Files  Plots  Packages Help  Viewer -
Pl NewFolder O | Detete =) Rename gk More =
& Home
& Name Size Modified
o 25 KB Mar 19, 2020, 10:05 &M
19 K8 Sep 25, 2020, 1204 BM
Office Templates
DRID001T1.4mt 0B Jul 17, 2020, 1257 PM
DAID.018304mt 1] Jul 15, 2020, 332 PM
DEID.01863.fmt 3508 Jl 17, 2020, 347 PM
DRID.01930mt 13K8 Jul 17, 2020, 101 PMA
CRID01931.mt 0B Feb 27, 2020, 316 PM
DBID.019334mt 0B Mar 16, 2020, 3:09 PM
DEID01935mt 0B Mar 2, 2020, 10623 AM
CRID.019674mt oe Mar 30, 2020, 850 AM
DBI0.01968.mt 0B Jul 28, 2020, 843 AM
CRID019754mt oe Feb 5, 2020, 11:10 AM
DRID.01960mt 0B Feb 27, 2020, 312 PM
DAID.01983 mt 0B Apr 24, 2020, 10:29 AM
CRID01964fmt 0B Apr 23, 2020, 11:56 AM
DBID.02000mt 0B Jul 17, 2020, 1258 PM
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1. In R, which of the codes below correctly codes for a 2. What approach would be best to used for Poisson
random intercept? distributed data, a Linear Mixed Effects model or a

a) (RANDOM) b) (1]RANDOM) Generalized Estimating Equation model? Why?

c) (RANOM|1) c) (TIME|RANDOM)
3. Below are summary results for two GEEs with different 4. To the right is a spaghetti plot of the percent of patients
correlation structures. Which model is a more realistic fit to | who took rescue medication by group. Does there appear to
the data? Why? be differences across group and time (measurement)?

Rescue Medication
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ssessment 2 |5
1. In R, which of the codes below correctly codes for a 2. What approach would be best to used for Poisson
random intercept? distributed data, a Linear Mixed Effects model or a
a) (RANDOM) b) (1]RANDOM) Generalized Estimating Equation model? Why?
c) (RANOM|1) c) (TIME|RANDOM)

A Generalized Estimating Equation model because data with
a Poisson distribution are non-normally distributed.

3. Below are summary results for two GEEs with different 4. To the right is a spaghetti plot of the percent of patients

correlation structures. Which model is a more realistic fit to | who took rescue medication by group. Does there appear to

the data? Why? be differences across group and time (measurement)?

Rescue Medication

The one with the exchangeable correlation matrix. Thereis | Yes, the groups start

very little difference between the Naive and Robust S.E. around the same %, but
diverge across time. By |
the final measurement, |£, s

Indepen . 2 — Gowe
group A is lower thanthe | ¢ | <

other three, which are )<’\_//
roughly the same.
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Descriptions

* Multivariate statistical analysis-> factor analysis
combined with multiple regression analysis

* Can be used to impute relationships between
unobserved constructs (latent variables) from
observable variables

e General approach
* Model specification
* Estimation of free parameters
* Assessment of model and model fit
* Model modification
* Sample size and power
* Interpretation and communication

* Boxes: observed variables
* Circles: unobserved (latent) variables
* Arrows: paths
* pointing: first variable affects the second ( First -> Second)
* small number is the value of constrained path coefficient
* no number, then coefficient estimated from the data
* Curved, double headed paths: covariance (not otherwise
assumed, like exogenous variables)

Structural Equation I\/Iodeling,u-?-u, NORTH BAIGTA

— -
o &
|'.-. | |'l...-. )
Cllinaneg | Academic |
| hteligence . & "1 Performance |
i/ !
4 R e
AT N i | N
7 61 73 82 % 75 m
o SR R
SAT High ACT
scale 1 scalke 2 scale 3| | scalke 4 o schaal G
el -Epﬂ el

9 P00 @6

An example structural equation model. Latent variables are drawn as

circles. Manifest or measured variables are shown as squares. Residuals and
variances are drawn as double headed arrows into an object. Note latent
IQ variable fixed at | to provide scale to the model (Wikipedia)
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Formats

Command Line:
.sem (L1 ->m1 m?2)
(L2 -> m3 m4)
(L3 <- L1 L2)
(L3 -> m5 m6 m7)

.sem (m1<-L1) (m2 <-L1) (L2 -> m3) (L2 -> m4)
(L3 -> m5) (L3 -> m6) (L3 -> m7) (L3 <- L1) (L3 <- L2)

cov(e.m1*e.m2) cov (e.L1*e.L2)

Structural Equation Modeling r

SRV i 14) |08z

vilfvasi il jby

TTTTTTTTTTTT

NORTH DAKOTA.

Graphically:

File Edit Object Select Estimation Settings View Help |
i = 3a 3 k| 17% - [ G ‘

m1

m2

Ready
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File Edt Data Graphics Statistics User Window Help

- & @R DO

Wheaton!?

TR x ~ | Variables T3>
#s here O |- do "C:\Users\MARRWI~1.2\AppData\local\Temp\185\5TDO00OODO0. tap™ <, Filter va
= _|Command ZS|. use "\\Client\C§\Users\Mark.Williamson.2\Desktop\Williamson Data\STATA\sem_sau2.dta”, clear Mome Labe 1
! sembuilder \\Chenf\CAU... {Structural model with measurement component) B ™ -greup
: : 2 2 do"CAUsers\MARKWI-12... -
F I Ct I O n a I D a ta 3 sem (Alienf7 -> cccstatfl, ... B educth Education, 1966
4 “p . ssd describe occstatté Occupational stat...
5 sem (Alien&7 -> occstatfd, ... anomiabé Anomia, 1966
&  sem (Alien67 -> anomiabT,... Summary statistics data from \\Client\C$\Users'Mark.Williamson.2\Desktop\Williamson Daca\STATA\sem sml.dca pwlessté Powerlessness, 1966
. .. o 7 do "C:\Users\MARKWI-1.2... v:‘:: 9:; :;";:;“;;ia“:‘:‘lia" th Measurem., socdistb  Latin American so...
Affective/Cognitive Arousal? == -
9 de "C\Users\MARKWI-1.2... - ancmiabT Anomia, 1967
g variable name varisble label pwlessS7  Powerlessness, 1967
socdists] Latin Amesican so...
edncEs Education, 1966 oocstatT] Occupational stat...
occstat6s Occupational scactus, 1966 anomiaTl Anomia, 1971
anomiagé Ancmia, 1966 pwlessT1 Powerlessness, 1971,
pwless6é Powerlessness, 1966
socdistés Latin American social distance, 1966 Properties 3
ocostate? Occupaticnal status, 1967 [% & o
anomiaé? Ancmia, 1967 B Variables
pwless6? Powerlessness, 1967
socdist6? Latin American social distance, 1967
ocestat7l Occupational status, 1971
anomiall Ancmia, 1571
pwless71 Powerlessness, 1971
socdist7l Latin rican social distance, 1571
dta
h odel wi
end of do-file
- sem (Alien67 -> anomia67, ) (Alien67 -> pwless67, ) (Alien67 -> Alien7l, ) (SBS -> educé6, ) (SES -> occstatéé, ) (SES -> Alien6
S T TR PPN Y L ERT4anTt a eeslamaT 4 esees fATandT EBE AVianTi 4w abnne
i&mﬂ B | |<oreay
ad.und.edu 2

Ihttps://www.stata.com/statal2/structural-equation-modeling/

2https://www.stata.com/manuals13/sem.pdf
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Assessment 3

1. In the mock SEM diagram below, what type of variable
does B represent? What about E?

c D E F

© © © ©

2. Which of the following Stata commands would include the
covariance between VarA and VarB?

b) cov(e.VarA*e.VarB)
c) cov(e.VarA e.VarB)

a) cov(e.VarA) cov(e.VarB)
c) cov(e.VarA, e.VarB)

3. Looking at the fit of a SEM model returned the values
below. Isthe model a good fit? Why or why not?

| LR Test model ws, saturated: chiz2(4) = 4. .78, Prob > chiz = 0.3111

4. What is the proper line path for the SEM diagram to the

right?

x1 X2

a) (x1x2<-X)
b) (x1x2->X)
c) (X<-x1x2)

d) (X< x1<-x2) @E (J;
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1. In the mock SEM diagram below, what type of variable 2. Which of the following Stata commands would include the
does B represent? What about E? covariance between VarA and VarB?
B represents a latent, or a) cov(e.VarA) cov(e.VarB) b) cov(e.VarA*e.VarB)
unobserved variable (circle). o c) cov(e.VarA, e.VarB) c) cov(e.VarA e.VarB)
E represents an observed o
variable (square).
c D E F
© © ©
3. Looking at the fit of a SEM model returned the values 4. What is the proper line path for the SEM diagram to the
below. Isthe model a good fit? Why or why not? right?
| LR Test model ws, saturated: chiz2(4) = 4. .78, Prob > chiz = 0.3111
a) (x1x2<-X)
The test about if the model against a saturated model. b) (x1x2->X)
Because the probability is not significant (>=0.05), the c) (X<-x1x2) y! &
model is a good fit because there is no indication that d) (X<-x1<-x2)
adding more paths would improve the fit.
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Caveats and Concerns A NORTHBAKGTA

. ONONONONORONONORORD
* More complex analyses come with | ey & &-&e ¢ g e

more work and understanding N e
* Multiple models, assumptions, and : . ®® : :
tests ool “ P—&
@ iy @
* Data issues: R £ R R ey
* Restructuring FE  eeeo

* Reformatting
* Missing data

* May need to try different software
to get the job done
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JONES, K. L., TODD, T. C., WALL-BEAM, J. L., COOLON, J. D., BLAIR, J. M., & HERMAN, M. A. (2006). Molecular
approach for assessing responses of microbial-feeding nematodes to burning and chronic nitrogen enrichment
in a native grassland. 15(9), 2601-2609. doi:10.1111/j.1365-294X.2006.02971.x

Fig.1 The field experimental design
included eight whole plots grouped into
four blocks, with one plot per block that
was burned annually (red outline) or left
unburned (black outline). A split-strip plot
design was obtained by mowing (hatched
plots) or not mowing (open plots) one-half
of each whole plot (Le. the whole plots were
split by mowing treatment) and using nutrient
enrichment [nitrogen (N}, phosphorous
(F), bath (N + P), or neither (C)] as a strip
treatment applied perpendicular across the
mowing treatments of each block. For this
study, we sampled the 16 subplots (circled)
that were not mowed, and had either
nitrogen  enrichment alone or had no
nutrient addition. Thus, the four treatment
combinations sampled were burned with
and without nitrogen addition, and unburmed
with and without nitrogen addition.

Strip-Split

random block
block*color
block*shading;
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Figure 2. Structural Equation Model for county-specific thyroid cancer incidence rates in North Dakota. Uranium
Uni-directional arrows indicate potential causal pathways. Bi-directional arrows indicate a co-varying AR
relationship that is unlikely to be causal. SIS
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Summary and Conc\usion@ oG

* There are lots of advanced
regression approaches

* Approach depends on data and
guestions asked

* Requires more work, understanding,
and patience the more complex it is

e R, SAS, and STATA all have
procedures for advanced
approaches
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