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Purpose

“*This Module was created to provide
Instruction and examples on sample size
calculations for a variety of statistical test:
on behalf of BERDC

“The software used@®&Power the
premiere free software for sample size
calculation that can be used in Mac or
Windows

https://dI2.macupdate.com/images/icons256/24037.



Background

¢ The Biostatistics, Epidemiology, and Research Design

Core (BERDC) is a component of b@CCoTA
DaCCoTA

¢ Dakota Cancer Collaborative on Translational Activity
has as its goal to bring together researchers and DAKOTA CANCER COLLABORATIVE
clinicians with diverse experience from across the ON TRANSLATIONAL ACTIVITY

region to develop unique and innovative means of
combating cancer in North and South Dakota

“ If you use this Module for research, please reference
the DaCCoTAproject




The Why of Sample Slze Calculatlon

)

-)

)

o)

-)

o)

In designing an experiment, a key question is:
How many animals/subjects do | need for my experiment?

Too small of a sample size can wdéézct the effect of interest in
your experiment

Too large of a sample size may lead to unnecessary wasting of z

resources and animals
Li ke Gol di | ock s, we want our

The answer.Sample Size Calculation

Goal: We strive to have enough samples to reasonably detect ar

effect if it really is there without wasting limited resources on to ‘ :

many samples.

https://upload.wikimedia. org/mklped|a/commons/thumb/e/ef/The Three_Bears_
_Project_Gutenberg_eText_17034.jpg/1200px Three_Bears Project_Gutenberg_eText_17034.jpg
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Key Bits of Sample Size Calcula

Effect size:magnitude of the effect under the alternative hypothesis

AThe larger the effect size, the easier it is to detect an effect and ref
fewer samples

Power:probability of correctly rejecting the null hypothesis if it is false
A AKA, probability of detecting a true difference when it exists
APower =1-A wheréAis the probability of a Type Il error (false nega
AThe higher the power, the more likely it is to detect an effect if it is

present and the more samples needed
A Standard setting for power is 0.80
Signi fi ca mokabilityeffasely r¢jegting the null hypothesis §
though it is true
A AKA, probability of a Type | error (false positive)

AThe lower the significance level, the more likely it is to avoid a falsg
positive and the more samples needed

A Standard setting féris 0.05

A Given those three bits, and other information based on the specific dg
you can calculate sample size for most statistical tests

https://imagesna.ssimagesamazon.com/images/I/61YIBfLPPuL._SX355_.]



Effect Size In detall

¢ While Powerand Significance leveare usually set irrespective of
the data, the effect size is a property of the sample data

¢ Itis essentially a function of the difference between the means of
the null and alternative hypotheses over the variation (standard
deviation) in the data

How to estimate Effect Size: 0000 ~ LV Owe LOQWE
A. Use background information in the form of preliminary/trial data t ‘ Yo QU Qw C

get means and variation, then calculate effect size directly

B. Use background information in the form of similar studies to get
means and variation, then calculate effect size directly

C. With no prior information, make an estimated guess on the effect size
expected, or use an effect size that corresponds to the size of the effect

¢ Broad effect sizes categories are small, medium, and large

¢ Different statistical tests will have different values of effect size for each
category




Statistical Rules of the Game

Here are a few pieces of terminology to refresh yourself with before embarking on calculating sample size:

¢ Null Hypothesis (HO):def aul t or Oboringd state; your statis
¢ Alternative Hypothesis (H1) alternative state; usually what your experiment is interested in retaining over the
¢ One-Tailed Test looking for a deviation from the HO in only one directionsexariable X larger than 0?
¢ Two-tailed Test looking for a deviation from the HO in either direction/sexariable Y different from 0P

¢ Parametric data approximately fits a normal distribution; needed for many statistical tests

¢ Non-parametric data does not fit a normal distribution; alternative and less powerful tests available

¢ PairedNdependentidatacategories are related to one another (often result of before/after situations)

¢ PRtpairedNindependentiidat- categories are not related to one another

¢ Dependent Variable Depends on other variables; the variable the experimenter cares about; also known as t
response variable

¢ Independent Variable Does not depend on other variables; usually set by the experimenter; also known as tt
predictor variable
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UsingGPower Basics

¢ Download for Mac or PC

¢ http://www.psychologie.hhu.de/arbeitsgruppen/allgemesyehologie
undarbeitspsychologie/gpower.html

¢ Three basic steps:
¢ Select appropriate t
¢ Input parametess
¢ Determine effect size (can use background info or guess

¢ For situations when you have some idea of parameters such

standard deviation, etc., | will refer to this as hBaickground
Information

ity G*Power3.1.94
File Edit View Tests Calculator Help

Central and noncentral distributions  Protocol of power analyses

[29] - Friday, fanuary 17, 2020 — 10:0724

t tests — Means: Difference between two independent means (two groups)
Analysis: A priori: Compute required sample size

Input: Tailis)

One

Effect size d = 053
o err prob = 0.05%
Power (1-5 err prob) = 0.80
Allocation ratio N2 /N1 =1

Output: Noncentrality parameter & = 25248762
Critical t = 1.6602343
Df = 100
Sample size group 1 = 51
Sample size group 2 = 51
Taotal sample size = 102

Test family Statistical test

ttests A Means: Difference between two independent means (two groups)

Type of power analysis

A priori: Compute required sample size - given o, power, and effect size

Input Parameters

Determine =
i

Power (1-5 err prob)

Tail(s) One
Effect size d

o err prob

Allocation ratio N2 /N1

Qutput Parameters

Moncentrality parameter &
Critical t

Df

Sample size group 1
Sample size group 2

Total sample size

Actual power

X-Y plot for a range of values

Clear

Save

Print

25248762

1.6602343

100

51

51

102

0.8058986

Calculate ¥

“ If not, | will refer to this adaive



http://www.psychologie.hhu.de/arbeitsgruppen/allgemeine-psychologie-und-arbeitspsychologie/gpower.html

UsingGPower Graphics

¢ Central and noncentral distributions

¢ Shows the distribution of the null
hypothesis (red) and the alternative
(blue)

¢ Also has the critical values

¢ X-Y plot for a range of values

¢ Can generate plots of one of the
parameters a, eff
sample size, depending on a range @
values of the remaining parameters.

iy G*Power3.1.94 X
File Edit View Tests Calculator Help
Central and noncentral distributions lpmm;m of power analyses
critical t =1.66023
PN
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Test family Statistical test
ttests ~ Means: Difference between two independent means (two groups) e
Type of power analysis
A priori: Compute required sample size - given o, power, and effect size ~
Input Parameters Output Parameters
Tail{s) One e Noncentrality parameter & 2.5248762
Determine == Effect size d 0.5 Critical t 1.6602343
o err prob 0.05 Df 100
Power (1-p err prob) 0.80 Sample size group 1 51
Allocation ratio N2/N1 1 Sample size group 2 51
Total sample size 102
Actual power 0.8058986

fit, GPower - Plot — b4
File Edit View
Graph  Table
t tests - Means: Difference between two independent means (two groups)
Tail(s) = One, Allocation ratio N2/N1 = 1,  err prob = 0.05, Effect sized = 0.5
180 —
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140
o
B 4
o
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]
]
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50 |
T T T T T T T T T T T T T T
0.6 0.65 0.7 0.75 0.8 0.85 0.3 0.85
Power (1-B err prob)
Plot Parameters
Plot (on y axis) | Total sample size ~ | [Alwith markers [ ]and displaying the values in the plot
as a function of | Power (1-B err prob) ~ | from ‘ 0.6 | in steps of 0.01 | through to ‘ 0.95 |

Plot |1 ~
with

and

graph(s)

interpolating points

Effect size d

o err prob

at

at

~

[ X-Y plot for a range of values ] Calculate




Taxonomy of Designs Covered

¢ 1 Numerical

¢ Parametrid©ne mean Ttest
¢ Non-parametric©One mean Wilcoxon Test

¢ 1 Numerical + 1 Cateqorical

¢ Categorical groups=2:
¢ Independent (nopaired):
¢ Parametricfwo means Ttest
¢ Non-parametridvlann-Whitney Test
¢ Dependent (paired):
¢ Parametrid?aired T-test
¢ Non-Parametrid?aired Wilcoxan Test
¢ Categorical groups>2:
¢ Independent (nepaired):
¢ Parametrid®ne-way ANOVA
¢ Non-Parametridlruskal Wallace Test
¢ Dependent (paired):
¢ ParametridRepeated Measures ANOVA
¢ Non-Parametrid:riedman Test

¢ 1 Numerical + 2@ Categorical
¢ Single Category of Interdgtilti -Way ANOVA
Blocked ANOVA
Nested ANOVA
Split-Plot ANOVA
¢ Multiple Categories of Interesiulti -Way ANOVA

¢ 1 CategoricalProportion Test

¢ 1 Categorical + 1 Categorical
¢ Independent (nepaired)Fi sher 6s Exact
¢ Dependent (paired)Yic N a malres s

¢ 1 Categorical + 1 Categorical
¢ Categor i c@dodngssobFit pestO?2 :

¢ 1 Numerical + 1 Numerical
¢ ParametricSimple Linear Regression
¢ Non-parametricSpearman Rankorder Regression

¢ 1 Numerical + 2" Numerical
¢ Parametridvlultiple Linear Regression
¢ Non-Parametrid:ogistic andPoisson Regression

¢ 1 Numerical + ¥ Numerical + 1* Categorical:
¢ Only 1 Category of InterestNCOVA
¢ Multiple Categories of Iritéresti/}

Test




# Name of Test Numeric. Var(s) Cat. Var(s) Cat. Var Group Cat Var. # of Parametric Paired
# Interest
1 One Mean T-test 1 0 0 0 Yes N/A
2 One Mean Wilcoxon Test 1 0 0 0 No N/A
3 Two Means T-test 1 1 2 1 Yes No
4 Mann-Whitney Test 1 1 2 1 No No
5 Paired T-test 1 1 2 1 Yes Yes
6 Paired Wilcoxon Test 1 1 2 1 No Yes
7 One-way ANOVA 1 1 >2 1 Yes No
8 Kruskal Wallace Test 1 1 >2 1 No No
9 Repeated Measures ANOVA 1 1 >2 1 Yes Yes
10 Friedman Test 1 1 >2 1 No Yes
11 Multi -way ANOVA (1 Category of interest) 1 02 02 1 Yes No
12 Multi -way ANOVA (>1 Category of interest) 1 02 02 >1 Yes No
13 Proportions Test 0 1 2 1 N/A N/A
14 Fi sherds Exact ([Test O 2 2 2 N/A No
15 Mc Nemar 6s Test 0 2 2 2 N/A Yes
16 Goodnessof-Fit Test 0 o1 02 1 N/A No
17 Simple Linear Regression 2 0 N/A N/A Yes N/A
18 Multiple Linear Regression >2 0 N/A N/A Yes N/A
19 Pearsonds Correllati oa 1 N/A N/A Yes No
20 Non-Parametric Regression (Logistic) 02 0 N/A N/A No N/A
21 Non-Parametric Regression (Poisson) 02 0 N/A N/A No N/A
22 ANCOVA >1 01 >1 01 Yes N/A




Format for each test

Overview

Example

{Parameter Calculations}
Practice

Answers




One Mean dTest: Overview

|§Power

¢ Select testsfrom Test family
¢ SelecMeans: difference from constant (one sample casiepm Statistical test
¢ SelecA priori from Type of power analysis

¢ Background Info:

Sd

Description: this tests if a samy
mean is any different from a se
value for a normally distributed

e

Varlable- a) SelecOne or Two from the Tail(s), depending on type
) , : b) Enter 0.05 ird err probboxd or a specifi@ you want for your study
Numeric. Cat. Var(s) Cat. Var Cat Var. # Parametric Paired -
var(s) Group# [ of nterest c) Enter 0.80 irPower (XAerr prob) box- or a specific powgou want for your study
1 0 0 0 Y. N/A d) Hit Determine =>
E e) Enter in the Mean HO, Mean HI, and SD, then hit Calculate and transfer to main wingow
(this will calculate effect size and add it to the Input Parameters)
Example: f)  Hit Calculate on the main window
¢ |Is the average body temperature of college : g)“ Find Total sample sizein the Output Parameters
students any different from 98 Naive:
) a) Run ac as above
¢ H=98.6F, H, 9 8F 6 b) Enter Effect size guess in tffect size dbox (small=0.2, medium=0.5, large=0.8)
c) Hit Calculate on the main window

d)

Find Total sample sizein the Output Parameters




One Mean dTest: Example

[y G*Power3.1.9.4 — *

Is the average body temperature of Fie Edit View Tets Calclator Help

Central and noncentral distributions Protocol of power analyses

college students any different from e ST A

t tests — Means: Difference from constant (one sample case)

98 . 6 F’) Analysis: A priori: Compute required sample size

Input: Tail(s) Two

Dropdown menu items you specifie

- Effect size d = 0.5457026 ValueS ou entered
q H0:98'6)F’ Hll 9 8E 6 gof.-l;;rp[rlo—bﬁerrprob] : ggg y
. Output: Moncentrality parameter & = 29385984 Clear Value(SﬁPOWGI’chulated
¢ From a trial study, you found the = 2osse0] _ _
. Total sample size _ 29 Sample size calculation
mean temperature to 8.2 with a Actual power = 0.8096578 save
Print

standard deviation & 733 v

Test family Statistical test

(.\ Selected TWmI Ied, because We WEE re ttests o Means: Difference from constant (one sample case) e

. . . T f Wi
asking if temp differed, not whether — _
A priori: Compute required sample size - given o, power, and effect size ~
it was simply lower or higher |
nput Parameters Output Parameters
Tail(s) Two e Noncentrality parameter & 2.9386984
Resu ItS - | Effect size d 0.5457026 Critical t 2.0484071
o err prob 0.05 Df 28
¢ Total number of Samp|es needed [s Pawer (1-B err prob) 0.0 Total sample size 29
29 Actual power 0.8096578 Mean HO 985
- Mean H1 98.2

Do 0.733

Calculate Effect size d 0.5457026

| Calculate and transfer to main window |

Close

X-Y plot for a range of values Calculate E -




One Mean dTest: Practice

Calculate the sample size for the following scenarios (wit+0.05, and power=0.80):

1. You are interested in determining if the average income of college freshman is less than $20,000.

collect trial data and find that the mean income was $14,500 (SD=6000).

. You are interested in determining if the average sleep time change in a year for college freshman
different from zero. You collect the following data of sleep change (in hours).

Sleep Chang -0.55 0.16 2.6 0.65 -0.23 0.21 -4.3 2 -1.7

3. You are interested in determining if the average weight change in a year for college freshman is ¢
than zero.

Jre:




One Mean dTest: Answers

Calculate the sample size for the following scenarios (witi=0.05, and power=0.80):

1. You are interested in determining if the average income of college freshman is less than $20,000. Y«
data and find that the mean income was $14,500 (SD=6000).

¢ Found an effect size of 0.91, then used a otaled test to get a total sample size of 9

u collect tr

2. You are interested in determining if the average sleep time change in a year for college freshman is different fro

zero. You collect the following data of sleep change (in hours).
Sleep Changl -0.55 0.16 -2.6 0.65 -0.23 0.21 -4.3 2 -1.7 1.9

¢ Mean HO=0, Mean H1=0.446 with SD=1.96; found an effect size of 0.228 then used at&iled test to get a total
sample size of 154

3. You are interested in determining if the average weight change in a year for college freshman is gre
¢ Guessed a large effect size (0.8), then used a da#ed test to get a total sample size of 12

er than ze




One Mean Wilcoxon: Overview

Description: this tests if a sample GP&CG“ | f -
mean is any different from a set value  SScciieststrom Testiamily

¢ SelecMeans: Wilcoxon signedrank test (one sample casdfyom Statistical test

for a nonnormally distributed ¢ SelecA priori from Type of power analysis

variable ¢ Background Info:
a) SelecOne or Two from the Tail(s), depending on type

Numeric. Cat. Var(s) Cat. Var Cat Var. # | Parametric Paired b) Select Parent Distributiolna@lace, Logistic, or min ARE) depending on variable (mln

var(s) Group# [ of Interest ARE i s good default if you donot know| f
c) Enter 0.05 ira err probboxd or a specifi@ you want for your study
1 0 0 0 No N/A d) Enter 0.80 ifPower (tAerr prob) box- or a specific powgou want for your study

e) Hit Determine =>

Exam[:_)le: f)  Enter in the Mean HO, Mean HI, and SD, then hit Calculate and transfer to main wingow

(this will calculate effect size and add it to the Input Parameters)

¢ |s the average number of children in Grand  g) Hit Calculate on the main window

(@)

Forks families greater than 1? h) Find Total sample sizein the Output Parameters
_ _ ¢ Naive:
¢ H0:1 Chlld, H1>1 Chlld a) Run ad as above

b) Enter Effect size guess in tiect size dbox
c) Hit Calculate on the main window
d) FindTotal sample sizein the Output Parameters




One Mean Wilcoxon: Example

Is the average number of children in
Grand Forks families greater than 17

¢ Hg=1 child, H,>1 child

¢ You have no background informatior
and you dondot th
distributed

¢ Default distribution: for nenormal,
usemin ARE 0 weakest, but least
assumptions

¢ Try looking at éarge effect

¢ Selected Ontiled, because we only
cared if the number is greater than t
null (1 child)

Results:
¢ Total number of samples needed is

fity G*Power3.1.9.4
File Edit View Tests Calculater Help

Central and noncentral distributions Protocol of power analyses

[42] -- Wednesday, fanuary 15, 2020 —- 74:76:79
t tests — Means: Wilcoxon signed-rank test (one sample case)

Options: ARE. method
Analysis: A priori: Compute required sample size
] Input: Tail(s) = One
Parent dlstrlbutlon = min ARE
N K el s nor mal l vy
o err prob = 0.05 Clear
Power (1-5 err prob) = 0.80
QOutput: Moncentrality parameter & = 26811341
Critical t = 1.8083000 T
Df = 10.2320000
Total sample size = 13 8
Actual power = 0.8031625 v | Print
Test family Statistical test
t tests ~ Means: Wilcoxon signed-rank test {(one sample case) e
Type of power analysis
A priori: Compute required sample size - given o, power, and effect size ~
h e Input Parameters Output Parameters
Tail(s) | One e MNoncentrality parameter & 2.6811341
Parent distribution K min ARE ~ Critical t 1.8083000
Determine £ Effect size d 0.8 Df 10.2320000
o err prob 0.05 Total sample size 13 I
Power (1-B err prob) 0.80 Actual power 0.8031625
Options XY plot for a range of values

Dropdown menu items you specifie

Values you entered

Value(sfsPowercalculated

Sample size calculation




One Mean Wilcoxon: Practice

Calculate the sample size for the following scenarios (wit+0.05, and power=0.80):

1. You are interested in determining if the average number of insurance claims for Grand Forks fam
different from 3. You collect trial data and find that the claim number was 2.8 (SD=0.53, with a
Laplace distribution).

2. You are interested in determining if the average number of pets in Grand Forks families is greate
than 1. You collect the following trial data for pet number.

Pet Number 1 1 1 3 2 1

3. You are interested in determining if the average number of yearly trips to the emergency rgom fo
Grand Forks families is different from 57?

ilie:



One Mean Wilcoxon: Answers

Calculate the sample size for the following scenarios (wit+0.05, and power=0.80):

1. You are interested in determining if the average number of insurance claims for Grand Forks families differgnt fron
You collect trial data and find that the claim number was 2.8 (SD=0.53, with a Laplace distribution).

¢ Found an effect size of 0.38, then used a tvtailed test with Laplace distribution to get a total sample size of 39

2. You are interested in determining if the average number of pets in Grand Forks families is greater than 1. You coll
the following trial data for pet number.

Pet Number 1 1 1 3 2 1 0 0 0 4

¢ Mean HO=1, Mean H1=1.3 with SD=1.34;

¢ Found an effect size of 0.224

‘Because | didnodoét know the distributi on,-taiwctesttogeta omlsamplaf i v e
size of 145

3. You are interested in determining if the average number of yearly trips to the emergency room for Grand F@rks fan
Is different from 5?7

“Guessed a medium effect (0.5) and because |I didnot knpw t
two-tailed test to get a total sample size of 39

ect

nilie

h e




Two Means Test: Overview

Description: this tests if a mean from one| | GPower.

group is different from the mean of anothgr ¢ Select testsfrom Test family
group for a normally distributed variable. ¢ tSeczltecMeans: Difference between two independent means (two groupspm Statistical
AKA, testing to see if the difference in means ¢ gejeca priori from Type of power analysis
is different from zero. ¢ Background Info:
Numeric. Cat. Var(s) Cat. Var Cat Var. # Parametric Paired a) SelecOne Or_TWO from the Tail(s), depe[]dmg on type
var(s) Group# [ of Interest b) Enter 0.05 im err probboxd or a specifia you want for your study
c) Enter 0.80 ifPower (tAerr prob) box- or a specific powsgou want for your study
1 1 2 1 Yes No d) Enter 1.00 in th&llocation ratio N2/N1 boxd unless your group sizes are not equal, then
enter the ratio
Example: e) Hit Determine =>
f)  Enter in the Mean and SD for each group, then hit Calculate and transfer to main window
¢ |Is the average body temperature higher n (this will calculate effect size and add it to the Input Parameters)

g) Hit Calculate on the main window

h) FindTotal sample sizein the Output Parameters
¢ H=0°F, H_>0°F ¢ Naive:

a) Run ad as above

b) Enter Effect size guess in tect size dbox

c) Hit Calculate on the main window

d) FindTotal sample sizein the Output Parameters

men than in women?




Two Means

fest : Exampl

Is the average body temperature
higher in men than in women?

¢ From a trial study, you found the
mean temperature to 88.7T for
men with a standard deviation (SO
of 0.699and98.4° for women with
a SD 0f0.743.

Selected onrwiled, because we onl
cared to test [
hi gher than wom

¢ Group 1is men, group 2 is womer

Results:

¢ Need a sample size of 73 per gen
for a total of 146.

)

y
f

g
1

der,

~

e

X-Y plot for a range of values

fit, G*Power3.1.9.4 X
File Edit View Tests Calculator Help
Central and noncentral distributions Protocol of power analyses
[25] -- Wednesday, jfanuary 15, 2020 —— ]0:25:05 -~
t tests — Means: Difference between two independent means (two groups)
Analysis: A priori: Compute required sample size
Input: Tail(s) = 0One
Effect size d = 04158952
o err prob = 0.03
Power (1-5 err prob) = (.80
Allocation ratio N2 /N1 =1 Clear
Output: Moncentrality paramester & = 2.5126404
Critical t = 1.6555042
DFf _ = 144 Save
Sample size group 1 = 73
Sample size group 2 = 73 .
Total sample size = 146 ¥ Print
nn Festfamiilv X~ Statistichl t2st~  saa 1~ AL A~ o~
Ttests Means: Difference t!e!:\ule}ri)mo indep‘érvdergmegs (two groups) ~
o
n O -J",rpq of power nl‘gsg t O W e r
A priori: Compute required sample size - given o, power, and effect size ~
Input Parameters Cutput Parameters
Tail(s) | One - MNoncentrality parameter & 25126404
Determine == Effect size d 0.4158952 Critical t 1.6555042
o err prob 0.05 DFf 144
Power (1-5 err prob) 0.80 Sample size group 1 73
Allocation ratio N2 /M1 1 Sample size group 2 73
Total sample size 146
Actual power 0.8039884

Calculate

Dropdown menu items you specified

Values you entered

Value(sfizPowercalculated

Sample size calculation

O mll=n2
Mean group 1 0
Mean group 2 1

5D o within each group 0.5

® nl=n2
Mean group 1 98.1
Mean group 2 98.4
5D o group 1
SD o group 2 0.743

Calculate | Effect size d | 04158952 | |

Calculate and transfer to main window I

Close




Two Means -Test: Practice

Calculate the sample size for the following scenarios (wit+0.05, and power=0.80):

1. You are interested in determining if the average daily caloric intake different between men and
women. You collected trial data and found the average caloric intake for 10 males to be 2350.2
(SD=258), 5 while females had intake of 1872.4 (SD=420).

. You are interested in determining if the average protein level in blood different between men and
women. You collected the following trial data on proteindearab{deciliter).

Male Protein 1.8 58 7.1 4.6 55 2.4 8.3 1.2
Female Proteirf 9.5 2.6 3.7 4.7 6.4 8.4 3.1 1.4

3. You are interested in determining if the average glucose level in blood is lower in men thanjwome

.




Two Means -lest: Answers

Calculate the sample size for the following scenarios (wit+0.05, and power=0.80):

1. You are interested in determining if the average daily caloric intake different between men and women. Yol collec

trial data and found the average caloric intake for 10 males to be 2350.2 (SD=258), while 5 females had intgke of

(SD=420).

¢ Found an effect size of 1.37, then used a taled test with Allocation Ratio of 0.5 (5 women/10 men) to get a total samplg
size of 22 (15 men, 7 women)

2. You are interested in determining if the average protein level in blood different between men and women.
the following trial data on protein level (grams/deciliter).

DU colle

Male Protein

1.8

5.8

7.1

4.6

5.5

2.4

8.3

1.2

Female Protein

9.5

2.6

3.7

4.7

6.4

8.4

3.1

1.4

ted
| 872

2clel

¢ Mean group 1 (men)=4.5875 with SD=2.575, mean group 2 (women)=4.975 with SD=2.875
“ Found an effect size of 0.142, then used a ttaled test with Allocation Ratio of 1.0 (equal group sizes) to get a total saragl
size of 1560 (780 each for men and women)

1. You are interested in determining if the average glucose level in blood is lower in men than women in a preglominately
female college.

¢ Guessed a small effect (0.2), then used a ttailed test with Allocation Ratio of 3.0 (3 women: 1 man) to get a total sample
size of 826 (207 men, 619 women)




MannWhitney Test: Overview

Description: this tests if a mean from one
group is different from the mean of anoth
group for a nomormally distributed variab

AKA, testing to see if the difference in me

Is different from zero.

GPower.
ar ¢ Select testsfrom Test family
@ ¢ SelecMeans: WilcoxorMann-Whitney test (two groups)from Statistical test

¢ SelecA priori from Type of power analysis
ans Background Info:

this w

a) SelecDne or Two from the Tail(s), depending on type
_ : _ b) Select Parent Distributionafplace, Logistic,or min ARE) depending on variable (min ARE is
Numeric. Cat. Var(s) Cat. Var Cat Var. # Parametric Paired goo d defaul t i f y 0 u dondt know for sur e )
Var(s) Group # of Interest o o
c) Enter 0.05 ira err probboxd or a specifi@ you want for your study
1 1 2 1 NoO NoO d) Enter 0.80 ifPower (2Aerr prob) box- or a specific powgou want for your study
e) Ehnter 1.00 in th@llocation ratio N2/N1 boxd unless your group sizes are not equal, then enter
the ratio
Example: f)  Hit Determine =>
g) Enterinthe Mean and SD for each group, then hit Calculate and transfer to main window
¢ Does the average number of snacks pen day calculate effect size and add it to the Input Parameters)
for individuals on a diet differ between ) Hit Caleulate on the main window
1)  FindTotal sample sizein the Output Parameters
young and old persons? ¢ Naive:
a) Run ae as above

¢ H,=0 difference in snack number,

Hi O difference in

Enter Effect saeguess in tEkect size dbox
s n ac)C Klt caltuide BA #e alh window

d) FindTotal sample sizein the Output Parameters




MannWhitney Test: Exa

Does the average number of snacks
per day for individuals on a diet
differ between young and old
persons?

Results:

for a total of 912.

¢ Hg=0 difference in snack number,
Hl O di fference |

You have no background information
and you think it might besanall effect
(0.20)

Selected twtailed, because we only

care If there is a difference in the two

groups
Hovering over th&ffect size dbox

will show a bubble of size conventionS .cmi=

Need a sample size of 456 for each ag

je

By G*Power 3.1.94
File Edit View Tests Calculator Help

Central and noncentral distributions Protocol of power analyses

[50] —- Wednesday, january 15, 2020 — 14:39:55
t tests — Means: Wilcoxon-Mann-Whitney test (two groups)

Options: AR.E. method

mple

Dropdown menu items you specified

Values you entered

Value(sfsPowercalculated

Analysis: A priori: Compute required sample size
Input: Tail(s) = Two . .
Parent distribution = min ARE Sample size CaICL”atlon
Effect size d = 0.2
o err prob = 0.05 Clear
Poeer | e rob) 0
S nAllﬁatio railfgpuz N1 nu En]@ er i
Output: Moncentrality parameter & = 2.BO7O7EB Terre FF - :
Critical t = 1.9629868 Effect size conventions en o,
DF = 785.968 Brint d = .20 - small
Sample size group 1 = 456 - .
d = .50 - medium
Test family Statistical test d = ., 8|:| - large
ttests w Means: Wilcoxan-Mann-Whitney test (two groups) ~ b g
Type of power analysis ) i o I:I EEI
B =
A priori: Compute required sample size - given o, power, and effect size ~ r - Eﬁ:EEt 3128 d -
Input Parameters CQutput Parameters ¥ err FI o tl U . U 5
Tail(s) Two w Noncentrality parameter & 2.8070768
Parent distribution | min ARE ~ Critical t 1.9629868 Power (1 _B Err Flr'l:lb] 0.80
Effect size d 0.2 Df 785.968
o err prob 0.05 Sample size group 1 456
Power (1- err prob) 0.80 sample size group 2 456
Allocation ratio N2 /N1 1 Total sample size 912
Actual power 0.8005772
Options ¥-Y plot for a range of values




MannWhitney Test: Practice

Calculate the sample size for the following scenarios (wit+0.05, and power=0.80):

1. You are interested in determining if the average number of walks per week for individuals @n a di
lower in younger people than older. You collected trial data and found mean walk number for you
dieters to be 1.4 (SD=0.18) and 2.5 for older (SD=0.47).

. You are interested in determining if the number of meals per day for individuals on a diet is
younger people than older. You collected trial data on meals per day.

1 2 2 3 3 3 3
1 1 1 2 2 2 3

highe

4
3

Young meals
Older meals

. You are interested in determining if the average number of weight loss websites visited per day ft
Individuals on a diet is different in younger people than older.

ot |
ng

rin




MannWhitney Test: Answers

Calculate the sample size for the following scenarios (wit+0.05, and power=0.80):

1. You are interested in determining if the average number of walks per week for individuals on a diet is lowerfin your
people than older. You collected trial data and found mean walk number for young dieters to be 1.4 (SD=0418) anc
for older (SD=0.47).

¢ Found an effect size of 3.09, then used a ctaled test with a min ARE distribution and Allocation Ratio of 1.0 to get a
total sample size of 6 (3 each for young and old)

2. You are interested in determining if the number of meals per day for individuals on a diet is higher in younger peog
than older. You collected trial data on meals per day

Young meals 1 2 2 3 3 3 3 4
Older meals 1 1 1 2 2 2 3 3

¢ Mean group 1 (older)=1.875 with SD=0.834, mean group 2 (younger)=2.625 with SD=0.916

¢ Found an effect size of 0.53, then used a ctaled test with a Logistic distribution and Allocation Ratio of 1.0 to get a tota
sample size of 82 (41 each for young and old)

3. You are interested in determining if the average number of weight loss websites visited per day for individugls on &
Is different in younger people than older.

¢ Guessed a medium effect (0.5) and Logistic Regression, then used a-taied test and Allocation Ratio of 1.0 to get a tota

sample size of 118 (59 each for young and old)

e

L die




Paired Jtest: Overview

GPower.
¢ Select testsfrom Test family

Description: this tests if a mean from one
group is different from the mean of another

group, where the groups are C_iependent (npt ¢ SelecMeans: Difference between two dependent means (matchefidm Statistical test
Independent) fOr a norma”y dlStrIbUted VaI'IElb|e. ¢ SelecA priori from Type Of power analysis

Pairing can be leaves on same branch, siblings, ¢ gackground Info:

the same individual before and after a trial, gtc.

a) SelecOne or Two from the Tail(s), depending on type

Numeric. | Cat Var(s) | CatVar | CatVar.# | Parametric | Paired b) Enter 0.05 ird err probboxd or a specifi@ you want for your study
f -
vere) Group. | ofinterest c) Enter 0.80 ilPower (XAerr prob) box- or a specific powgou want for your study
1 1 2 1 Yes Yes d) Hit Determine =>
e) Enter in the Mean and SD for each group, as well @srttedation between groupsthen
. hit Calculate and transfer to main window (this will calculate effect size and add it to||the
Example: Input Parameters)
¢ Is heart rate higher in patients after a run f)  Hit Calculate on the main window
Compared to before a run? g) FindTotal sample sizein the Output Parameters
¢ Naive:
¢ I_|0:O bpm’ I_’_PO bpm a) Run ac as above
b) Enter Effect size guess in takect size dbox
c) Hit Calculate on the main window

d)

Find Total sample sizein the Output Parameters




Paired Jtest. Example

o8

5 B ; 1 ji, G*Power 3.1.9.4 - x S—
Is heart rate higher in patients after a run | 5. o ve, e ccsor e
Compared tO before a run? Central and noncentral distributions Protocol of power analyses
¢ — > [32] — Wemlesrffix.jam.fa."y 15, 2020 — 10:56026 ) -~
HO O bpm, H 0 bpm i ;:.ea_r;;ssé:l\dea:sbrliiuof:r;gi:piizwfeeqnu?;zdsz;;:;ie:itz;neans (matched pairs) DrodeWn menu items yOU SpeCifie
¢ From a trial study, you found the mean beats mpur: T =ome alues vou ortered
per minute (bpm) before the run to8te7 werr prob - oos y
with SD=11.28&nd144.Avith SD=29.12 | |outpur omcentratin parameter & 2 $230s088 Clear Value(sizPowercalculated
after the run. The correlation between creatt T 2eeeses ) )
Total samole size _ . Sample size calculation
measurements before and aftér3d o sampe T sre0ss Save
¢ Selected Ontailed, because we only cared if Print
bpm WaS hlgher after a run Test family Statistical test
¢ GFOUp 1 |S after the run’ Whlle group 2 |S ttests ~ Means: Difference between two dependent means (matched pairs) ~ O . —
Type of power analysis FONMCNCIENEES
before the run A priori: Compute required sample size - given o, power, and effect size i Mean of difference 0
¢ If you only have the mean difference, canjuse ........ Output Parameters SD of diference 1
that |n thd:rom dlfferencesoptlon Tail(s) One e Moncentrality parameter & 42305046 @ R —
~ etermine =: ect size dz 2.115252 ritical 2.3533534
“1f you dondét have doFried Eﬁirrér:ﬁn —Hata, CUA—GUES[S 1 dooww| 147
(0.5 is good standard if you have no idea) rower (1-5 orr prot) . [ ; Mean group 2 867
Actual power 0.9319059 SD group 1 29.12
Results: i Daronz [ 1128
¢ Need a sample size of 4 individuals (eachj with Enushbenlotvee o 034
a before and after run measurement). ] [erecmmer [ 2iome]
¢ Because the difference in means was so large, e eeror o |
the effect size was huge, so it does not take Cooe
many samples to test this question . XY plotfor a ange ot vames




Paired ITest: Practice

Calculate the sample size for the following scenarios (wit+0.05, and power=0.80):

1. You are interested Iin determining 1If heapt
before a visit. You collected the following trial data and found mean heart rate before and after a

BPM before 126 88 93.1 98.5 88.3 82.5 105 41.9
BPM after 138.6 110.1 58.44 110.2 89.61 98.6 115.3 64.3

. You are interested in determining if metabolic rate in patients after surgery is different from before
surgery. You collected trial data and found a mean difference of 0.73 (SD=2.9).

. You are interested in determining if glucose levels in patients after surgery are lower compared tc
before surgery.

\U

Nl



Paired ITest : Answers

Calculate the sample size for the following scenarios (witi=0.05, and power=0.80):

1. You are interested in determining if heart
You collected the following trial data and found mean heart rate before and after a visit.

BPM before 126 88 93.1 98.5 88.3 82.5 105 41.9
BPM after 138.6 110.1 58.44 110.2 89.61 98.6 115.3 64.3

r 4t e

¢ Mean 1 (before)=85.4 with SD=27.2; Mean 2 (after)=98.1 with SD=26.8; correlation between groups=0.96
¢ Found an effect size of 1.66, then used a otaled test to get a total sample size of 4 pairs

2. You are interested in determining if metabolic rate in patients after surgery is different from before sufgery. Y
collected trial data and found a mean difference of 0.73 (SD=2.9).

¢ Found an effect size of 0.25, then used a tvtailed test to get a total sample size of 126

3. You are interested in determining if glucose levels in patients after surgery are lower compared to be
¢ Guessed a small effect (0.20), then used a etiad test to get a total sample size of 156

ore suf

f N

‘ou

ger




Paired Wilcoxon: Overview

Description: this tests if a mean from one

group is different from the mean of anoth
group, where the groups are dependent (
independent) for a nemormally distributed

D

11
not

variable.
Numeric. Cat. Var(s) Cat. Var Cat Var. # | Parametric Paired
var(s) Group # of Interest
1 1 2 1 No Yes
Example:

¢ Are genome methylation patterns differe
between identical twins?

¢ H=0% methylation, H,] 0 %

me t h

nt

\IJ

y |

GPower

¢ Select testsfrom Test family
¢ SelecMeans: Wilcoxon signedrank test (matched pairs¥rom Statistical test
¢ SelecA priori from Type of power analysis

¢ Background Info:

a) SelecOne or Two from the Tail(s), depending on type

b) Select Parent Distributiobafplace, Logistic,or min ARE) depending on variable (min
ARE i s good default if you dondt know

c) Enter 0.05 ira err probboxd or a specifi@ you want for your study

d) Enter 0.80 ifPower (tAerr prob) box- or a specific powgwou want for your study

e) Hit Determine =>

f)  Enter in the Mean and SD for each group, as well @sttetation between groupsthen
hit Calculate and transfer to main window (this will calculate effect size and add it to
Parameters)

g) Hit Calculate on the main window

h) FindTotal sample sizein the Output Parameters

¢ Naive:
aa)t I?urpa(pas above
b) Enter Effect size guess in thiéect size dbox
c) Hit Calculate on the main window

d)

Find Total sample sizein the Output Parameters

the Ii




Paired Wilcoxon: Example

Are genome methylation patterns

different between identical twins?
¢ Hy=0% methylation,
H,>0% methylation

¢ You have no background information
on this, so assume there is going to |
small effect (0.2).

¢ Selectedoreai | ed, bec
negative methylation
Results:

¢ Need a sample size of 181 pairs of
twins (362 individuals total).

DE a

a U

[t G*Power 3.1.94
File Edit View Tests Calculator Help

Central and noncentral distributions Protocol of power analyses

[6] -- Wednesday, March 18, 2020 — 103774
t tests — Means: Wilcoxon signed-rank test (matched pairs)

Options: ARE. method

Analysis: A priori: Compute required sample size

Input: Tail(s)

Parent distribution

Effect size dz

o err prob

Power (1-B err prob)
Qutput: Noncentrality parameter &

Critical t

Df

Total sample size

Actual power

Test family Statistical tesds

Type of power analysis

COne

min ARE
0.2

0.05

0.80
2.5010718
1.6547192
155.384
181
0.8010298

Stte@ vC aansmilcgzn Igned—ramj;lst{atcrm pans)

A priori: Compute required sample size - given o, power, and effect size

Input Parameters
Tail(s) One

Parent distribution | min ARE

LY

~

0.2

0.05

Determing =2 Effect size dz
o err prob
Power (1-P err prob)

0.80

Options

Qutput Parameters

- x
~

Clear
Save
Print

W

~

Noncentrality parameter & 25010718

Critical t 1.6547192

Df 155.384

Total sample size 181
Actual power 0.8010298

X-Y plot for a range of values

Calculate

Dropdown menu items you specifie

Values you entered

Value(sfizPowercalculated

Sample size calculation




Paired Wilcoxon: Practice

Calculate the sample size for the following scenarios (wit+0.05, and power=0.80):

1. You are interested in determining if genome methylation patterns are different between fraternal
twins. You collected trial data and found mean methylation levels in twin A at 43.2 (SD=20.9) anc
65.7 (SD=28.1) for twin B.

. You are interested in determining if genome methylation patterns are higher in the first fraternal ty
born compared to the second. You collected the following trial data on methylation level differenc
(in percentage).

Methy. Diff (%)| 5.96

. You are interested in determining if the cancer risk rate is lower in the first identical twin bofn
compared to the second.

at

NN




Paired Wilcoxon: Answers

Calculate the sample size for the following scenarios (wit+0.05, and power=0.80):
1. You are interested in determining if genome methylation patterns are different between fraternal twins. You dollect
data and found mean methylation levels in twin A at 43.2 (SD=20.9) and at 65.7 (SD=28.1) for twin B.

¢ With a default correlation of 0.5, found an effect size of 0.89, then used a-taied test with a min ARE distribution to geta
total sample size of 14 pairs

2. You are interested in determining if genome methylation patterns are higher in the first fraternal twin born corppare
the second. You collected the following trial data on methylation level difference (in percentage).

Methy. Diff (%)| 5.96 | 5.63 | 1.25 | 1.17 | 3.59 | 1.64 1.6 1.4

¢ Mean of difference=2.505 with SD=1.87
¢ Found an effect size of 1.33, then used a etaled test with a min ARE distribution to get a total sample size of 6 pairs

3. You are interested in determining if the cancer risk rate is lower in the first identical twin born compared to the secc

“Guessed a small effect (0.2) and because |I didnot knowfth
tailed test to get a total sample size of 181 pairs

ed t

dto

nd.




Oneway ANOVA: Overview

[gPower

are ° Seleck testsfrom Test family
¢ SelecANOVA: Fixed effects, omnibus, oneway from Statistical test
¢ SelecA priori from Type of power analysis
¢ Background Info:
a) Enter 0.05 ira err probboxd or a specifi@ you want for your study

Description: this tests if at least one meal
different among groups, where the groups
larger than two, for a normally distributed
variable. ANOVA is the extension of the

Two Means fest for more than two groups.

—

\JJ

p)

Numeric. | Cat Var(s) | CatVar | CatVar.# | Parametric | Paired b) Enter 0.80 ifPower (XAerr prob) box- or a specific powgwou want for your study
f
vere) Group. | ofinterest c) Enter the number of groups
1 1 >2 1 Yes No d) Hit Determine =>
e) Enter in theMean andSizefor each group, as well as the SD within each group, then
. Calculate and transfer to main window (this will calculate effect size and add it to the
Example: Parameters)
¢ Is there a difference in new car interest f)  Hit Calculate on the main window
rates across 6 different cities? g) FindTotal sample sizein the Output Parameters
i ¢ Naive:
0 H,=0, H, O a) Run ac as above
b) Enter Effect size guess in takect size dbox
c) Hit Calculate on the main window

d)

Find Total sample sizein the Output Parameters

it
 InpL




Oneway ANOVA: Example

Lkt

Is there a difference in new car
Interest rates across 6 different
cities?
¢ Hy=0%, H, 0%
¢ From a trial study, you found the
following information for means

City 1 2 3 4 5 6

mean| 13.19444| 12.61111|13.3066713.2444413.48333 12.2

¢ With a SD of 0.786 and group size¢

of 9
¢ No Tails in ANOVA

If groups are equal size, can ente
size in theurple box, then click
Equal n

Results:

¢ A total number of 48 samples are
needed (8 per group).

fite, G*Power 3.1.9.4 Forecast
File Edit View Tests Calculator Help
Central and noncentral distributions Protocol of power analyses : P
Dropdown menu items you specified
[55] -- Wednesday, fanuary 15, 2020 -- 15:50:25 A~
F tests — ANOVA: Fixed effects, omnibus, one-way ValueS yOU entered
Analysis: A priori: Compute required sample size
Input: Effect size f = 057273873
o err prob = 005 Value(sizPowercalculated
Power (1-B err prob) = 0.80
Number of groups = B . .
Output: Moncentrality parameter A = 15.7486439 Clear Sample size CalCUlaUOﬂ
Critical F = 24376926
Numerator df =5
Denomlnatorqf = 42 Fer
Total sample size = 48
Actual power = 0.83330863 . Select procedure
Print
Effect size from means ~
Test family Statistical test
F tests ~ ANOWVA: Fixed effects, omnibus, one-way ~ Number of groups 6=
JSTWE of power analysis 5D o within each group 0.7868
A priori: Compute required sample size - given o, power, and effect size ~
Croup Meanl Size
Input Parameters Output Parameters 1 13.1944 =1
|Determine == | lEFfect size f 05727973 Noncentrality paramater A 15.7486439 2 126111 9
th o err prob 0.05 Critical F 2.4376926 3 13.3067 g
-
e Power (1-B err prab) 0.80 Numerataor df 5 4 13.2444 =]
Number of groups B Denominator df 42 5 13,4833 9
Total sample size 48 & 12.2 _
Actual power 0.8333065 Equal n 5
Total sample size | 54 |
Calculate Effect size f 05727973 |
| Calculate and transfer to main window I
Close
¥-Y plot for a range of values




Oneway ANOVA: Practice

Calculate the sample size for the following scenariQ gejgicsiSelo deliagge]siolyRci RO ool N1
(with 8=0.05, and power=0.80):
6.3 9.9 5.1 1.0

1. You are interested in determining there is a
difference in weight lost between 4 different surg
options. You collect the following trial data of

_ : _ 2.8 4.1 2.9 2.8
weight lost in pounds (shown on right)
2. You are interested in determining if there is a 78 39 36 4.8
difference in white blood cell counts between 5
different medication regimes.
7.9 6.3 5.7 3.9

4.9 6.9 4.5 1.6




Oneway ANOVA: Answers

Calculate the sample size for the following scenariq Keleie] e/ siilell-a Kol (el RANE O] olile s
(with 8=0.05, and power=0.80):
6.3 9.9 5.1 1.0

1. You are interested in determining there is a
difference in weight lost between 4 different surg
options. You collect the following trial data of
weight lost in pounds (shown on right) 2.8 4.1 2.9 2.8

¢ 4 groups with group size of 5; means of 5.94, 6.22, 4.36, :
2.82 with SD=2.23

¢ Found an effect size of 0.61 for a total sample size of 36 7.8 3.9 3.6 4.8
2. You are interested in determining if there is a
difference in white blood cell counts between 5 7.9 6.3 S.7 3.9
different medication regimes.
¢ 5 groups; guessed a medium effect size (0.25) for a total 4.9 6.9 4.5 1.6

sample size of 200




Kruskal Wallace Test: Overview

Description: this tests if at least one mean is differ
among groups, where the groups are larger than {

for a nonnormally distributed variable. There reall
l sndt a standard way o
GPower but you can use a rule of thumb:

1. Run Parametric Test
2. Add 15% to total sample size

(https://www.graphpad.com/guides/prism/7/statistics/i
dex.htm?stat_sample_size_for_nonparametri¢ .htm

h\~”

Numeric. Cat. Var(s) Cat. Var Cat Var. # Parametric Paired
Var(s) Group # of Interest
1 1 >2 1 No No
Example:

¢ |s there a difference in draft rank across
different months?

¢ H~0, H,{ O

=

VO
/

e Power.
¢ SelecF testsfrom Test family
¢ SelecANOVA: Fixed effects, omnibus, oneway from Statistical test

C acl ogdtd pAofi florf 19pe & FbRPahalfsis S 1 Z € 1N

¢ Background Info:

a) Enter 0.05 ira err probboxd or a specifi@ you want for your study

b) Enter 0.80 irPower (tAerr prob) box- or a specific powgou want for your study

c) Enter the number of groups

d) Hit Determine =>

e) Enter in theMean andSizefor each group, as well as the SD within each group, then
Calculate and transfer to main window (this will calculate effect size and add it to the
Parameters)

f)  Hit Calculate on the main window

g) FindTotal sample sizein the Output Parameters

h) Add 15% to size (Total + Total*0.15)

¢ Naive:

a) Run ac as above

b) Enter Effect size guess in takect size dbox

c) Hit Calculate on the main window

d) FindTotal sample sizein the Output Parameters

e) Add 15% to size (Total + Total*0.15)

it
InpL



https://www.graphpad.com/guides/prism/7/statistics/index.htm?stat_sample_size_for_nonparametric_.htm

Kruskal Wallace Test: Example

[ty G*Power3.1.94 - *

IS there a difference in draft rank File Edit View Tests Calculator Help
acrOSS 3 dlfferent months? Central and noncentral distributions Protocol of power analyses

[58] —— Wednesday, fanuary 15, 2020 —- 16:76:42 ~
q Ve F tests — ANOVA: Fixed effects, omnibus, one-way
j— Analysis: A priori: C T ired le si
H=0, Hyl 0 prayisaror Comoue e e Sz - , —
~ o err prob = 005 ropdown menu items Yyou specitie
“You donot have Dbackegimeund:>®i nf o, s 0 Y —
o = Output: N trality Ter A = 9.9375000 ear
you guess that there isiadium TP e = 50540042
. Numerator df =2 Value(sizPowercalculated
D i df = 1386
effect size (0.25) g _ _
Actual power = 0.8048873 orint Sample size calculation
v
Results: | .
Test family Statistical test
q N F tests w ANOWA: Fixed effects, omnibus, one-way v Effect size conventions
A total number of 159 samples ar¢ s - 10 - small —
needed (53 per group) for the A priori: Compute required sample size - given o, power, and effect size S £ = .25 - medium !
parametrlc (ANOVA) Input Parameters Output Parameters £=.20- large
Determine > Effect size f 0.25 Noncentrality parameter 9.9375000 ‘\}I
¢ For the nOFparametnc ot err prob 0.05 Critical F 3.0540042 = Effect size f 0.5827973
) Power (1-f err prob) 0.80 MNumerator df 2 o BFF prcltl 0.05
G 159 + 159*015 = 18285 Mumber of groups 3 Denominator df 156
Total sample size 159| Power (1-B err proh) 0.80
¢ Round Up Actual power 0.8048873
Mumber of groups B

¢ Total of 183 samples (61 per group
are needed.

¢ Notice that norparametric is weaker

N

| =4

X-Y plot for a range of values | Calculate |




Kruskal Wallace Test: Practice

Calculate the sample size for the following scenarios (wit Faculty Staff Hourly
a=0.05, and power=0.80):

1. You are interested in determining there is a diffarence 42 46 29
hours worked across 3 different groups (faculty, staff,
hourly workers). You collect the following trial data of
weekly hours (shown on right). 45 45 42

2. You are interested in determining there is a difference
assistant professor salaries across 25 different depart

46 37 33

55 42 50

42 40 23




Kruskal Wallace Test:

Answers

Calculate the sample size for the following scenarios (with
a=0.05, and power=0.80):

1. You are interested in determining there is a diffarenoars
worked across 3 different groups (faculty, staff, and hourl
workers). You collect the following trial data of weekly ho
(shown on right).

¢ 3 groups with group size of 5; means of 46, 42 and 35.4 with
SD=8.07

¢ Found an effect size of 0.54 for a parametric sample size of 39

¢ 39*1.1)5:44.85> round up to total sample size of 45 (15 per
group

2. You are interested in determining there is a difference in
assistant professor salaries across 25 different departme

¢ 25 groups; guessed a small effect size (0.10) for a parametric
sample size of 2275

¢ 2275*1.15=2616.256 round up to total sample size of 2625 (105

per group)

42 46 29
45 45 42
46 37 33
55 42 50
42 40 23




Repeated Measures ANOVA: Overview

Description: this tests if at least one mean is
different among groups, where the groups g
repeated measures (more than two) for a
normally distributed variable. Repeated
Measures ANOVA is the extension of the
Paired Ttest for more than two groups.

re

Numeric.
Var(s)

Cat. Var(s)

Cat. Var
Group #

Cat Var. #
of Interest

Parametric

Paired

1

>2

1

Yes

Yes

Example:

¢ |Is there a difference in blood pressure &
2, 3, and 4 months pestatment?

¢ H=0bpm, H, O

bpm

,_
.
Lo o
-

5 GPower.
¢ SelecF testsfrom Test family
¢ SelecANOVA: Repeated measures, within factorfom Statistical test
¢ SelecA priori from Type of power analysis

¢ Background Info or Naive:

a)
b)
c)
d)
e)

f)

9)
h)

1)

Enter 0.05 iré err probboxd or a specifi@ you want for your study

Enter 0.80 ifPower (tAerr prob) box- or a specific powgou want for your study
Enter the number ofroupsandmeasurementgsee next page)

Enter theCorr among rep measuresnd theNonsphericity c o r r e ¢skd nexhpage)
Hit Determine =>

Enter calculateB a r t 2ietlsquagedyee next page)

¢ for Background,enter calculated eta squared and saslatiSPS$or the Effect size
specificationin theOptions bar

¢ for Naive, enter guess eta squared (based on convention) and keep the Effect size
specification oas inGpower3.0and will also have to enter a guess foCdneamong
rep measuregarameter

Hit Calculate and transfer to main window
Hit Calculate on the main window
Find Total sample sizein the Output Parameters




Repeated Measures ANOVA: parameters and how to calculate thel

¢ Number of groups how many different groups are being subjected to the repeated measurements
¢ In the simple case, it is one (college students)
¢ In more complex designs, it may be more than one (college freshman, sophomores, juniors, and seniors)

e

Number of measurementshow many repeats of a measurement
¢ Ex. number of times blood pressure is measured

e

Corramong rep measuresCorrelation
¢ No easy way to get a single correlation value
¢ Can average all the values from a correlation table
¢ Or default to 0.5 unless you have reason to believe it higher or lower

o)

Nonsphericity c o r r e cTha assamp#on of sphericity,
¢ Can be estimated with background info
¢ Otherwise, if the data is assumed to be spherical, enter 1
¢ Spherical: variances of the differences between all possible pairs of the within subjects variable should be equivalent

o)

Partial g 2eta(squared)proportion of the total variance in a dependent variable that is associated with the membership of different grou,
defined by an independent variable

¢ The larger the eta, the larger the effect size

¢ Can be estimated with background information (Equago& iSQs / (SS« + SQ,) whereSSs is the sum of squares between groups and
theSS,,is the sum of squares within groups

¢ Otherwise, enter guessed value; convensorals=0.02, medium=0.06, large=0.14




Repeated Measures ANOVA: Example

IS there a difference in bIOOd T;eGk:I‘i’:er:ilid Tests Calculator Help ) - |

preSSu re at 1 : 2 : 3 : and 4 months Central and noncentral distributions  Protocal of power analyses DrodeWn menu items you SpeCified
[64] == Thursday, fanuary 16, 2020 -- 08:53.36 A
F tests — ANOVA: Repeated measures, within factors
pOSt-treatm e nt? Analysis: A priori: Compute required sample size Values yOU entered
Input: Effect size f = 0.1428571 V | ( pp | | ¢ d
< o err prob = 0.05 alue(s owercalculate
q HOZO, Hll O Fower (1-f err prob) = 0.80
Number of groups =1 . .
Number of measurements -4 Clear Sample size calculation
q 1 group 4 measurements Corr among rep measures = 0.5
! Nonsphericity correction & =1
q . Output: Noncentrality parameter = 11.2652994 Fers
Critical F = 26458634
Have no baCkg round Info Numerator df = 3.0000000 X
. Denominator df = 204 W Print
¢ Assume 0.5 correlation and
NonspherICIty:orrectlon Of 1 0 F tests ~ ANOVA: Repeated measures, within factors ~
Type of power analysis
C‘ ASSumgma” partlal et&quared A priori: Compute required sample size - given o, power, and effect size ~
() From variances
(O 02) Input Parameters Output Parameters 5
- Determine = Effect size f 0.1428571 MNoncentrality parameatar A 11.2652994 =
o err prob 0.05 Critical F 2.6488634 =0
Resu ItS: Power (1-§ err prob) 0.80 Mumerator df 3.0000000
Number of groups 1 Denominator df 204
q A total n u m ber Of 69 Sam ples are Number of measurements 4 Total sample size 69
H Corr among rep measures 0.5 Actual power 0.80589859 @ Direct
needed (eaCh gettlng 4 Nonsphericity correction € 1 Partial n? 0.02 |
measurementS) Calculate | Effect size f | 0.1428571 ||
| Calculate and transfer to main window I
Close




Repeated Measures ANOVA: Practice

Calculate the sample size for the following scenarios (wit
a=0.05, and power=0.80):

1. You are interested in determining if there is a differen
blood serum levels at 6, 12, 18, and 24 months post
treatment. You collect the following trial data of blood

38 38 46 52

serum in mg/dL (shown on right). 13 44 15 29
2. You are interested in determining if there is a differen
antibody levels at 1, 2, and 3 monthsfpeatment. 32 35 53 60

¢ Info: no background info, but expaohsphericitgorrection of
1, correlation 0oD.5 andmedium eta squared (remember to
selectas /in GPower3.0in options)

35 48 o1 44

21 27 29 36




Repeated Measures ANOVA: Answers

Calculate the sample size for the following scenarios (wit=0.05, (IsEatTelalia IR ea7e 8 1A I ol sate 01 B2 M eate 1101
and power=0.80):

1. You are interested in determining if there is a difference in blood
levels at 6, 12, 18, and 24 monthsfpeatment? You collect the
following trial data of blood serum in mg/dL (shown on right).

1 group, 4 measurements
Ran Repeated measures in SPSS with data to ge& SSy; / ( SSy + SS,) 13 44 15 29
¢ g 219531.2/(19531.2 + 1789.5) = 0.92 (selected? SPS& options)

¢ Sphericity was nonsignificant (p=0.712), sahonsphericity correction is 1.0
Got effect size of 3.39 for a total sample size of 3 32 35 53 60

2. You are interested in determining if there is a difference in antibc
levels at 1, 2, and 3 months gosatment?

¢ 1 group, 3 measurements 35 48 51 44
¢ Guessed a medium eta squared (0.06), selectesl/n GPower3.0in options
¢ Set correlation to default of 0.5 andonsphericity correction to 1.0

¢ Got effect size of 0.25 for a total sample size of 27

o)

o)

ey

21 27 29 36




Friedman Test: Overview

Description: this tests if at least one mean is
different among groups, where the groups g
repeated measures (more than two) fora ng
normally distributed variable. The Friedmar
is the extension of the Two Means Wilcoxor
test for more than two groups.

Numeric.
Var(s)

Cat. Var(s)

Cat. Var
Group #

Cat Var. #
of Interest

Parametric

Paired

1

>2

1

No

Yes

Example:

¢ |Is there a difference in taste preference
across three different desserts for a gro
of students?

¢ Hg=0, H, O

— \JJ

e

e
n
test

up

GPower.

¢ SelecfF testsfrom Test family

¢ SelecANOVA: Repeated measures, within factorfom Statistical test
¢ SelecA priori from Type of power analysis

¢ Background Info or Naive:

a)
b)
c)
d)
e)

f)

9)
h)

)

Enter 0.05 iré err probboxd or a specifi@ you want for your study

Enter 0.80 ifPower (tAerr prob) box- or a specific powgou want for your study
Enter the number ofroups andmeasurements
Enter theNonsphericityc or r ect i on
Hit Determine =>

EnterP a r tZ2i(etalsquaged)

¢ for Background,enter calculated eta squared and saslatiSPS$or the Effect size
specificationin theOptions bar

&

¢ for Naive, enter guess eta squared (based on convention) and keep the Effect size

specification oas inGpower3.0and will also have to enter a guess foCdneamong
rep measuregarameter

Hit Calculate and transfer to main window

Hit Calculate on the main window

Find Total sample sizein the Output Parameters
Add 15% to size (Total + Total*0.15)




Friedman Test: Example

\1%4

Is there a difference in taste preference
across three different desserts for a
group of students?

¢ Hy=0, H4l O
1 group, 3 measurements

From a trial study, you found a sphericity
of 0.888

The etasquared was
¢ S%f‘f / (S§ﬁ+ S%rr)
¢ 18/(18 + 40) = 0.31
¢ Make sure to select the correctigriion

n N

o)

Results:
¢ A total number of 15 samples are needed

Dropdown menu items you specifie

Values you entered

Value(sisPowercalculated

Sample size calculation

for parametric
¢ Non-parametric:
¢ 15+ 15*0.15 =17.25 (round up)18

¢ A total of 18 samples are needed (each
getting 3 measurements).




