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Purpose

Tˁhis Module was created to provide 

instruction and examples on sample size 

calculations for a variety of  statistical tests 

on behalf  of  BERDC

Tˁhe software used is GPower, the 

premiere free software for sample size 

calculation that can be used in Mac or 

Windows

https://dl2.macupdate.com/images/icons256/24037.png



Background

Tˁhe Biostatistics, Epidemiology, and Research Design 
Core (BERDC) is a component of  the DaCCoTA
program 

Dˁakota Cancer Collaborative on Translational Activity 
has as its goal to bring together researchers and 
clinicians with diverse experience from across the 
region to develop unique and innovative means of  
combating cancer in North and South Dakota

Iˁf  you use this Module for research, please reference 
the DaCCoTAproject



The Why of  Sample Size Calculation

Iˁn designing an experiment, a key question is:

How many animals/subjects do I need for my experiment?

Tˁoo small of  a sample size can under-detect the effect of  interest in 

your experiment

Tˁoo large of  a sample size may lead to unnecessary wasting of  

resources and animals 

Lˁike Goldilocks, we want our sample size to be ôjust rightõ

Tˁhe answer: Sample Size Calculation

Gˁoal: We strive to have enough samples to reasonably detect an 

effect if  it really is there without wasting limited resources on too 

many samples.

https://upload.wikimedia.org/wikipedia/commons/thumb/e/ef/The_Three_Bears_-

_Project_Gutenberg_eText_17034.jpg/1200px-The_Three_Bears_-_Project_Gutenberg_eText_17034.jpg



Key Bits of  Sample Size Calculation
Effect size:magnitude of  the effect under the alternative hypothesis

ÅThe larger the effect size, the easier it is to detect an effect and require 
fewer samples

Power: probability of  correctly rejecting the null hypothesis if  it is false

ÅAKA, probability of  detecting a true difference when it exists

ÅPower  = 1-Ǡ, where Ǡis the probability of  a Type II error (false negative)

ÅThe higher the power, the more likely it is to detect an effect if  it is 
present and the more samples needed

ÅStandard setting for power is 0.80

Significance level (ǟ): probability of  falsely rejecting the null hypothesis even 
though it is true 

ÅAKA, probability of  a Type I error (false positive)

ÅThe lower the significance level, the more likely it is to avoid a false 
positive and the more samples needed

ÅStandard setting for ǟis 0.05

ÅGiven those three bits, and other information based on the specific design, 
you can calculate sample size for most statistical tests

https://images-na.ssl-images-amazon.com/images/I/61YIBfLPPuL._SX355_.jpg



Effect Size in detail
Wˁhile Powerand Significance level are usually set irrespective of  

the data, the effect size is a property of  the sample data

Iˁt is essentially a function of  the difference between the means of  

the null and alternative hypotheses over the variation (standard 

deviation) in the data 

How to estimate Effect Size:

A. Use background information in the form of  preliminary/trial data to 

get means and variation, then calculate effect size directly

B. Use background information in the form of  similar studies to get 

means and variation, then calculate effect size directly

C. With no prior information, make an estimated guess on the effect size 

expected, or use an effect size that corresponds to the size of  the effect

ˁBroad effect sizes categories are small, medium, and large

ˁDifferent statistical tests will have different values of  effect size for each 

category
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Statistical Rules of  the Game
Here are a few pieces of  terminology to refresh yourself  with before embarking on calculating sample size: 

Nˁull Hypothesis (H0) : default or ôboringõ state; your statistical test is run to either Reject or Fail to Reject the Null

Aˁlternative Hypothesis (H1): alternative state; usually what your experiment is interested in retaining over the Null

Oˁne-Tailed Test: looking for a deviation from the H0 in only one direction (ex: Is variable X larger than 0?)

Tˁwo-tailed Test: looking for a deviation from the H0 in either direction (ex: Is variable Y different from 0?)

Pˁarametric data: approximately fits a normal distribution; needed for many statistical tests

Nˁon-parametric data: does not fit a normal distribution; alternative and less powerful tests available

Pˁaired (dependent) data: categories are related to one another (often result of  before/after situations)

Uˁn-paired (independent) data: categories are not related to one another

Dˁependent Variable: Depends on other variables; the variable the experimenter cares about; also known as the Y or 

response variable

Iˁndependent Variable: Does not depend on other variables; usually set by the experimenter; also known as the X or 

predictor variable



Using GPower: Basics
Dˁownload for Mac or PC 

hˁttp://www.psychologie.hhu.de/arbeitsgruppen/allgemeine-psychologie-

und-arbeitspsychologie/gpower.html

Tˁhree basic steps:

Sˁelect appropriate test:

Iˁnput parameters

Dˁetermine effect size (can use background info or guess)

Fˁor situations when you have some idea of  parameters such as mean, 

standard deviation, etc., I will refer to this as having Background 

Information

Iˁf  not, I will refer to this as Naïve 

http://www.psychologie.hhu.de/arbeitsgruppen/allgemeine-psychologie-und-arbeitspsychologie/gpower.html


Using GPower: Graphics
Cˁentral and noncentral distributions

Sˁhows the distribution of  the null 

hypothesis (red) and the alternative 

(blue)

Aˁlso has the critical values

Xˁ-Y plot for a range of  values

Cˁan generate plots of  one of  the 

parameters ǟ, effect size, power and 

sample size, depending on a range of  

values of  the remaining parameters. 



Taxonomy of  Designs Covered
ˁ1 Numerical

ˁParametric: One mean T-test

ˁNon-parametric: One mean Wilcoxon Test

ˁ1 Numerical + 1 Categorical

ˁCategorical groups=2:

ˁIndependent (non-paired):

ˁParametric: Two means T-test

ˁNon-parametric: Mann-Whitney Test

ˁDependent (paired):

ˁParametric: Paired T-test

ˁNon-Parametric: Paired Wilcoxon Test

ˁCategorical groups>2:

ˁIndependent (non-paired):

ˁParametric:One-way ANOVA

ˁNon-Parametric:Kruskal Wallace Test

ˁDependent (paired):

ˁParametric:Repeated Measures ANOVA

ˁNon-Parametric:Friedman Test

ˁ1 Numerical + 2+ Categorical

ˁSingle Category of  Interest: Multi -Way ANOVA

Blocked ANOVA

Nested ANOVA

Split-Plot ANOVA

ˁMultiple Categories of  Interest: Multi -Way ANOVA

ˁ1 Categorical: Proportion Test

ˁ1 Categorical + 1 Categorical

ˁIndependent (non-paired): Fisherõs Exact Test

ˁDependent (paired): McNamarõsTest

ˁ1 Categorical + 1+ Categorical

ˁCategorical groupsÓ2: Goodness-of-Fit Test

ˁ1 Numerical + 1 Numerical

ˁParametric: Simple Linear Regression

ˁNon-parametric: Spearman Rank-order Regression

ˁ1 Numerical + 2+ Numerical

ˁParametric: Multiple Linear Regression

ˁNon-Parametric: Logistic and Poisson Regression

ˁ1 Numerical + 1+ Numerical + 1+ Categorical: 

ˁOnly 1 Category of  Interest:ANCOVA

ˁMultiple Categories of  Interest: { GLMM}



# Name of Test Numeric. Var(s) Cat. Var(s) Cat. Var Group 

#

Cat Var. # of 

Interest

Parametric Paired

1 One Mean T-test 1 0 0 0 Yes N/A

2 One Mean Wilcoxon Test 1 0 0 0 No N/A

3 Two Means T-test 1 1 2 1 Yes No

4 Mann-Whitney Test 1 1 2 1 No No

5 Paired T-test 1 1 2 1 Yes Yes

6 Paired Wilcoxon Test 1 1 2 1 No Yes

7 One-way ANOVA 1 1 >2 1 Yes No

8 Kruskal Wallace Test 1 1 >2 1 No No

9 Repeated Measures ANOVA 1 1 >2 1 Yes Yes

10 Friedman Test 1 1 >2 1 No Yes

11 Multi -way ANOVA (1 Category of interest) 1 Ó2 Ó2 1 Yes No

12 Multi -way ANOVA (>1 Category of interest) 1 Ó2 Ó2 >1 Yes No

13 Proportions Test 0 1 2 1 N/A N/A

14 Fisherõs Exact Test 0 2 2 2 N/A No

15 McNemarõs Test 0 2 2 2 N/A Yes

16 Goodness-of-Fit Test 0 Ó1 Ó2 1 N/A No

17 Simple Linear Regression 2 0 N/A N/A Yes N/A

18 Multiple Linear Regression >2 0 N/A N/A Yes N/A

19 Pearsonõs Correlation2 1 N/A N/A Yes No

20 Non-Parametric Regression (Logistic) Ó2 0 N/A N/A No N/A

21 Non-Parametric Regression (Poisson) Ó2 0 N/A N/A No N/A

22 ANCOVA >1 Ó1 >1 Ó1 Yes N/A



Format for each test

Overview

Example

{Parameter Calculations}

Practice

Answers



One Mean T-Test: Overview
Description: this tests if  a sample 

mean is any different from a set 

value for a normally distributed 

variable.

Example:

Iˁs the average body temperature of  college 

students any different from 98.6°F?

Hˁ0=98.6°F,   H1Í98.6°F

GPower:

ˁSelect t tests from Test family

ˁSelect Means: difference from constant (one sample case) from Statistical test

ˁSelect A priori from Type of  power analysis

ˁBackground Info:

a) Select One or Two from the Tail(s), depending on type

b) Enter 0.05 in ǟerr prob box ðor a specific ǟyou want for your study

c) Enter 0.80 in Power (1-Ǡerr prob) box - or a specific poweryou want for your study

d) Hit Determine =>

e) Enter in the Mean H0, Mean HI, and SD, then hit Calculate and transfer to main window 
(this will calculate effect size and add it to the Input Parameters)

f) Hit Calculate on the main window

g) Find Total sample sizein the Output Parameters

ˁNaïve:

a) Run a-c as above

b) Enter Effect size guess in the Effect size d box (small=0.2, medium=0.5, large=0.8)

c) Hit Calculate on the main window

d) Find Total sample sizein the Output Parameters

Numeric. 

Var(s)

Cat. Var(s) Cat. Var 

Group #

Cat Var. # 

of Interest

Parametric Paired

1 0 0 0 Yes N/A



One Mean T-Test: Example
Is the average body temperature of  

college students any different from 

98.6°F?

ˁH0=98.6°F,   H1Í98.6°F

Fˁrom a trial study, you found the 

mean temperature to be 98.2° with a 

standard deviation of  0.733.

ˁSelected Two-tailed, because we were 

asking if  temp differed, not whether 

it was simply lower or higher

Results:

Tˁotal number of  samples needed is 

29.

Dropdown menu items you specified

Values you entered

Value(s) GPowercalculated

Sample size calculation



One Mean T-Test: Practice

Calculate the sample size for the following scenarios (with ǟ=0.05, and power=0.80):

1. You are interested in determining if  the average income of  college freshman is less than $20,000.  You 

collect trial data and find that the mean income was $14,500 (SD=6000).

2. You are interested in determining if  the average sleep time change in a year for college freshman is 

different from zero.  You collect the following data  of  sleep change (in hours).

3. You are interested in determining if  the average weight change in a year for college freshman is greater 

than zero.

Sleep Change -0.55 0.16 2.6 0.65 -0.23 0.21 -4.3 2 -1.7 1.9



One Mean T-Test: Answers

Calculate the sample size for the following scenarios (with ǟ=0.05, and power=0.80):

1. You are interested in determining if  the average income of  college freshman is less than $20,000.  You collect trial 

data and find that the mean income was $14,500 (SD=6000). 

Fˁound an effect size of  0.91, then used a one-tailed test to get a total sample size of  9

2. You are interested in determining if  the average sleep time change in a year for college freshman is different from 

zero.  You collect the following data  of  sleep change (in hours).

ˁMean H0=0, Mean H1=-0.446 with SD=1.96; found an effect size of  0.228 then used a two-tailed test to get a total 

sample size of  154

3. You are interested in determining if  the average weight change in a year for college freshman is greater than zero.

ˁGuessed a large effect size (0.8), then used a one-tailed test to get a total sample size of  12

Sleep Change -0.55 0.16 -2.6 0.65 -0.23 0.21 -4.3 2 -1.7 1.9



One Mean Wilcoxon: Overview
Description: this tests if  a sample 
mean is any different from a set value 
for a non-normally distributed 
variable

Example:

Iˁs the average number of  children in Grand 

Forks families greater than 1?

Hˁ0=1 child,   H1>1 child

GPower:
ˁSelect t tests from Test family

ˁSelect Means: Wilcoxon signed-rank test (one sample case) from Statistical test

ˁSelect A priori from Type of  power analysis

ˁBackground Info:

a) Select One or Two from the Tail(s), depending on type

b) Select Parent Distribution (Laplace, Logistic, or min ARE) depending on variable (min 
ARE is good default if you donõt know for sure)

c) Enter 0.05 in ǟerr prob box ðor a specific ǟyou want for your study

d) Enter 0.80 in Power (1-Ǡerr prob) box - or a specific poweryou want for your study

e) Hit Determine =>

f) Enter in the Mean H0, Mean HI, and SD, then hit Calculate and transfer to main window 
(this will calculate effect size and add it to the Input Parameters)

g) Hit Calculate on the main window

h) Find Total sample sizein the Output Parameters

ˁNaïve:

a) Run a-d as above

b) Enter Effect size guess in the Effect size d box

c) Hit Calculate on the main window

d) Find Total sample sizein the Output Parameters

Numeric. 

Var(s)

Cat. Var(s) Cat. Var 

Group #

Cat Var. # 

of Interest

Parametric Paired

1 0 0 0 No N/A



One Mean Wilcoxon: Example
Is the average number of  children in 
Grand Forks families greater than 1?

ˁH0=1 child,   H1>1 child

ˁYou have no background information 
and you donõt think it is normally 
distributed

ˁDefault distribution: for non-normal, 
use min ARE ðweakest, but least 
assumptions

ˁTry looking at a largeeffect

ˁSelected One-tailed, because we only 
cared if  the number is greater than the 
null (1 child) 

Results:

ˁTotal number of  samples needed is 13.

Dropdown menu items you specified

Values you entered

Value(s) GPowercalculated

Sample size calculation



One Mean Wilcoxon: Practice

Calculate the sample size for the following scenarios (with ǟ=0.05, and power=0.80):

1. You are interested in determining if  the average number of  insurance claims for Grand Forks families 

different from 3.  You collect trial data and find that the claim number was 2.8 (SD=0.53, with a 

Laplace distribution).

2. You are interested in determining if  the average number of  pets in Grand Forks families is greater 

than 1.  You collect the following trial data for pet number.

3. You are interested in determining if  the average number of  yearly trips to the emergency room for 

Grand Forks families is different from 5?

Pet Number 1 1 1 3 2 1 0 0 0 4



One Mean Wilcoxon: Answers

Calculate the sample size for the following scenarios (with ǟ=0.05, and power=0.80):

1. You are interested in determining if  the average number of  insurance claims for Grand Forks families different from 3.  
You collect trial data and find that the claim number was 2.8 (SD=0.53, with a Laplace distribution).

ˁFound an effect size of  0.38, then used a two-tailed test with Laplace distribution to get a total sample size of  39

2. You are interested in determining if  the average number of  pets in Grand Forks families is greater than 1.  You collect 
the following trial data for pet number.

ˁMean H0=1, Mean H1=1.3 with SD=1.34;

ˁFound an effect size of  0.224

ˁBecause I didnõt know the distribution, went conservatively with min ARE, then used a one-tailed test to get a total sample 
size of  145

3. You are interested in determining if  the average number of  yearly trips to the emergency room for Grand Forks families 
is different from 5?

ˁGuessed a medium effect (0.5) and because I didnõt know the distribution went conservatively with min ARE, then used a 
two-tailed test to get a total sample size of  39

Pet Number 1 1 1 3 2 1 0 0 0 4



Two Means T-Test: Overview
Description: this tests if  a mean from one 
group is different from the mean of  another 
group for a normally distributed variable.  
AKA, testing to see if  the difference in means 
is different from zero.

Example:

Iˁs the average body temperature higher in 

men than in women?

Hˁ0=0°F,   H1>0°F

Numeric. 

Var(s)

Cat. Var(s) Cat. Var 

Group #

Cat Var. # 

of Interest

Parametric Paired

1 1 2 1 Yes No

GPower:
ˁSelect t tests from Test family

ˁSelect Means: Difference between two independent means (two groups) from Statistical 
test

ˁSelect A priori from Type of  power analysis

ˁBackground Info:

a) Select One or Two from the Tail(s), depending on type

b) Enter 0.05 in ǟerr prob box ðor a specific ǟyou want for your study

c) Enter 0.80 in Power (1-Ǡerr prob) box - or a specific poweryou want for your study

d) Enter 1.00 in the Allocation ratio N2/N1 box ðunless your group sizes are not equal, then 
enter the ratio

e) Hit Determine =>

f) Enter in the Mean and SD for each group, then hit Calculate and transfer to main window 
(this will calculate effect size and add it to the Input Parameters)

g) Hit Calculate on the main window

h) Find Total sample sizein the Output Parameters

ˁNaïve:

a) Run a-d as above

b) Enter Effect size guess in the Effect size d box

c) Hit Calculate on the main window

d) Find Total sample sizein the Output Parameters



Two Means T-test : Example 
Is the average body temperature 
higher in men than in women?

Fˁrom a trial study, you found the 
mean temperature to be 98.1° for 
men with a standard deviation (SD) 
of  0.699 and98.4° for women with 
a SD of  0.743.

ˁSelected one-tailed, because we only 
cared to test if menõs temp was 
higher than womenõs, not lower

ˁGroup 1 is men, group 2 is women

Results: 

ˁNeed a sample size of  73 per gender, 
for a total of  146.

Dropdown menu items you specified

Values you entered

Value(s) GPowercalculated

Sample size calculation



Two Means T-Test: Practice

Calculate the sample size for the following scenarios (with ǟ=0.05, and power=0.80):

1. You are interested in determining if  the average daily caloric intake different between men and 

women.  You collected trial data and found the average caloric intake for 10 males to be 2350.2 

(SD=258), 5 while females had intake of  1872.4 (SD=420).

2. You are interested in determining if  the average protein level in blood different between men and 

women.  You collected the following trial data on protein level (grams/deciliter).

3. You are interested in determining if  the average glucose level in blood is lower in men than women.

Male Protein 1.8 5.8 7.1 4.6 5.5 2.4 8.3 1.2

Female Protein 9.5 2.6 3.7 4.7 6.4 8.4 3.1 1.4



Two Means T-Test: Answers

Calculate the sample size for the following scenarios (with ǟ=0.05, and power=0.80):

1. You are interested in determining if  the average daily caloric intake different between men and women.  You collected 
trial data and found the average caloric intake for 10 males to be 2350.2 (SD=258), while 5 females had intake of  1872.4 
(SD=420).

ˁFound an effect size of  1.37, then used a two-tailed test with Allocation Ratio of  0.5 (5 women/10 men) to get a total sample 
size of  22 (15 men, 7 women)

2. You are interested in determining if  the average protein level in blood different between men and women. You collected 
the following trial data on protein level (grams/deciliter).

ˁMean group 1 (men)=4.5875 with SD=2.575, mean group 2 (women)=4.975 with SD=2.875

ˁFound an effect size of  0.142, then used a two-tailed test with Allocation Ratio of  1.0 (equal group sizes) to get a total sample 
size of  1560 (780 each for men and women)

1. You are interested in determining if  the average glucose level in blood is lower in men than women in a predominately 
female college.

ˁGuessed a small effect (0.2), then used a two-tailed test with Allocation Ratio of  3.0 (3 women: 1 man) to get a total sample 
size of  826 (207 men, 619 women)

Male Protein 1.8 5.8 7.1 4.6 5.5 2.4 8.3 1.2

Female Protein 9.5 2.6 3.7 4.7 6.4 8.4 3.1 1.4



Mann-Whitney Test: Overview
Description: this tests if  a mean from one 
group is different from the mean of  another 
group for a non-normally distributed variable.  
AKA, testing to see if  the difference in means 
is different from zero.

Example:

Dˁoes the average number of  snacks per day 

for individuals on a diet differ between 

young and old persons?

Hˁ0=0 difference in snack number,   

H1Í0 difference in snack number 

Numeric. 

Var(s)

Cat. Var(s) Cat. Var 

Group #

Cat Var. # 

of Interest

Parametric Paired

1 1 2 1 No No

GPower:

ˁSelect t tests from Test family

ˁSelect Means: Wilcoxon-Mann-Whitney test (two groups) from Statistical test

ˁSelect A priori from Type of  power analysis

ˁBackground Info:

a) Select One or Two from the Tail(s), depending on type

b) Select Parent Distribution (Laplace, Logistic, or min ARE) depending on variable (min ARE is 
good default if you donõt know for sure)

c) Enter 0.05 in ǟerr prob box ðor a specific ǟyou want for your study

d) Enter 0.80 in Power (1-Ǡerr prob) box - or a specific poweryou want for your study

e) Enter 1.00 in the Allocation ratio N2/N1 box ðunless your group sizes are not equal, then enter 
the ratio

f) Hit Determine =>

g) Enter in the Mean and SD for each group, then hit Calculate and transfer to main window (this will 
calculate effect size and add it to the Input Parameters)

h) Hit Calculate on the main window

i) Find Total sample sizein the Output Parameters

ˁNaïve:

a) Run a-e as above

b) Enter Effect size guess in the Effect size d box

c) Hit Calculate on the main window

d) Find Total sample sizein the Output Parameters



Mann-Whitney Test: Example
Does the average number of  snacks 
per day for individuals on a diet 
differ between young and old 
persons?

ˁH0=0 difference in snack number,   
H1Í0 difference in snack number 

ˁYou have no background information 
and you think it might be a small effect 
(0.20) 

ˁSelected two-tailed, because we only 
care if  there is a difference in the two 
groups
Hovering over the Effect size d box 
will show a bubble of  size conventions

Results:

Need a sample size of  456 for each age 
for a total of  912.

Dropdown menu items you specified

Values you entered

Value(s) GPowercalculated

Sample size calculation



Mann-Whitney Test: Practice

Calculate the sample size for the following scenarios (with ǟ=0.05, and power=0.80):

1. You are interested in determining if  the average number of  walks per week for individuals on a diet is 

lower in younger people than older.  You collected trial data and found mean walk number for young 

dieters to be 1.4 (SD=0.18) and 2.5 for older (SD=0.47).

2. You are interested in determining if  the number of  meals per day for individuals on a diet is higher in 

younger people than older.  You collected trial data on meals per day.

3. You are interested in determining if  the average number of  weight loss websites visited per day for 

individuals on a diet is different in younger people than older. 

Young meals 1 2 2 3 3 3 3 4
Older meals 1 1 1 2 2 2 3 3



Mann-Whitney Test: Answers

Calculate the sample size for the following scenarios (with ǟ=0.05, and power=0.80):

1. You are interested in determining if  the average number of  walks per week for individuals on a diet is lower in younger 
people than older.  You collected trial data and found mean walk number for young dieters to be 1.4 (SD=0.18) and 2.5 
for older (SD=0.47). 

ˁFound an effect size of  3.09, then used a one-tailed test with a min ARE distribution and Allocation Ratio of  1.0 to get a 
total sample size of  6 (3 each for young and old)

2. You are interested in determining if  the number of  meals per day for individuals on a diet is higher in younger people 
than older.  You collected trial data on meals per day

ˁMean group 1 (older)=1.875 with SD=0.834, mean group 2 (younger)=2.625 with SD=0.916

ˁFound an effect size of  0.53, then used a one-tailed test with a Logistic distribution and Allocation Ratio of  1.0 to get a total 
sample size of  82 (41 each for young and old)

3. You are interested in determining if  the average number of  weight loss websites visited per day for individuals on a diet 
is different in younger people than older. 

ˁGuessed a medium effect (0.5) and Logistic Regression, then used a two-tailed test and Allocation Ratio of  1.0 to get a total 
sample size of  118 (59 each for young and old)

Young meals 1 2 2 3 3 3 3 4
Older meals 1 1 1 2 2 2 3 3



Paired T-test: Overview
Description: this tests if  a mean from one 
group is different from the mean of  another 
group, where the groups are dependent (not 
independent) for a normally distributed variable.  
Pairing can be leaves on same branch, siblings, 
the same individual before and after a trial, etc.

Example:

Iˁs heart rate higher in patients after a run 

compared to before a run?

Hˁ0=0 bpm,   H1>0 bpm

GPower:

ˁSelect t tests from Test family

ˁSelect Means: Difference between two dependent means (matched) from Statistical test

ˁSelect A priori from Type of  power analysis

ˁBackground Info:

a) Select One or Two from the Tail(s), depending on type

b) Enter 0.05 in ǟerr prob box ðor a specific ǟyou want for your study

c) Enter 0.80 in Power (1-Ǡerr prob) box - or a specific poweryou want for your study

d) Hit Determine =>

e) Enter in the Mean and SD for each group, as well as the Correlation between groups, then 
hit Calculate and transfer to main window (this will calculate effect size and add it to the 
Input Parameters)

f) Hit Calculate on the main window

g) Find Total sample sizein the Output Parameters

ˁNaïve:

a) Run a-c as above

b) Enter Effect size guess in the Effect size d box

c) Hit Calculate on the main window

d) Find Total sample sizein the Output Parameters

Numeric. 

Var(s)

Cat. Var(s) Cat. Var 

Group #

Cat Var. # 

of Interest

Parametric Paired

1 1 2 1 Yes Yes



Paired T-test: Example
Is heart rate higher in patients after a run 
compared to before a run?

ˁH0=0 bpm,   H1>0 bpm

ˁFrom a trial study, you found the mean beats 
per minute (bpm) before the run to be 86.7
with SD=11.28and 144.7with SD=29.12
after the run.  The correlation between 
measurements before and after is 0.34.

ˁSelected One-tailed, because we only cared if  
bpm was higher after a run

ˁGroup 1 is after the run, while group 2 is 
before the run

ˁ If  you only have the mean difference, can use 
that in the From differences option

ˁIf you donõt have correlation data, can guess it 
(0.5 is good standard if  you have no idea)

Results:

ˁNeed a sample size of  4 individuals (each with 
a before and after run measurement).

ˁBecause the difference in means was so large, 
the effect size was huge, so it does not take 
many samples to test this question

Dropdown menu items you specified

Values you entered

Value(s) GPowercalculated

Sample size calculation



Paired T-Test: Practice

Calculate the sample size for the following scenarios (with ǟ=0.05, and power=0.80):

1. You are interested in determining if heart rate is higher in patients after a doctorõs visit compared to 

before a visit.  You collected the following trial data and found mean heart rate before and after a visit.

2. You are interested in determining if  metabolic rate in patients after surgery is different from before 

surgery.  You collected trial data and found a mean difference of  0.73 (SD=2.9).

3. You are interested in determining if  glucose levels in patients after surgery are lower compared to 

before surgery.

BPM before 126 88 53.1 98.5 88.3 82.5 105 41.9

BPM after 138.6 110.1 58.44 110.2 89.61 98.6 115.3 64.3



Paired T-Test : Answers

Calculate the sample size for the following scenarios (with ǟ=0.05, and power=0.80):

1. You are interested in determining if heart rate is higher in patients after a doctorõs visit compared to before a visit. 

You collected the following trial data and found mean heart rate before and after a visit.

ˁMean 1 (before)=85.4 with SD=27.2; Mean 2 (after)=98.1 with SD=26.8; correlation between groups=0.96

Fˁound an effect size of  1.66, then used a one-tailed test to get a total sample size of  4 pairs

2. You are interested in determining if  metabolic rate in patients after surgery is different from before surgery. You 

collected trial data and found a mean difference of  0.73 (SD=2.9).

Fˁound an effect size of  0.25, then used a two-tailed test to get a total sample size of  126

3. You are interested in determining if  glucose levels in patients after surgery are lower compared to before surgery.

ˁGuessed a small effect (0.20), then used a one-tail test to get a total sample size of  156

BPM before 126 88 53.1 98.5 88.3 82.5 105 41.9

BPM after 138.6 110.1 58.44 110.2 89.61 98.6 115.3 64.3



Paired Wilcoxon: Overview
Description: this tests if  a mean from one 

group is different from the mean of  another 

group, where the groups are dependent (not 

independent) for a non-normally distributed 

variable.  

Example:

Aˁre genome methylation patterns different 

between identical twins?

Hˁ0=0% methylation,   H1Í0% methylation

GPower:
ˁSelect t tests from Test family

ˁSelect Means: Wilcoxon signed-rank test (matched pairs) from Statistical test

ˁSelect A priori from Type of  power analysis

ˁBackground Info:

a) Select One or Two from the Tail(s), depending on type

b) Select Parent Distribution (Laplace, Logistic, or min ARE) depending on variable (min 
ARE is good default if you donõt know for sure)

c) Enter 0.05 in ǟerr prob box ðor a specific ǟyou want for your study

d) Enter 0.80 in Power (1-Ǡerr prob) box - or a specific poweryou want for your study

e) Hit Determine =>

f) Enter in the Mean and SD for each group, as well as the Correlation between groups, then 
hit Calculate and transfer to main window (this will calculate effect size and add it to the Input 
Parameters)

g) Hit Calculate on the main window

h) Find Total sample sizein the Output Parameters

ˁNaïve:

a) Run a-d as above

b) Enter Effect size guess in the Effect size d box

c) Hit Calculate on the main window

d) Find Total sample sizein the Output Parameters

Numeric. 

Var(s)

Cat. Var(s) Cat. Var 

Group #

Cat Var. # 

of Interest

Parametric Paired

1 1 2 1 No Yes



Paired Wilcoxon: Example 
Are genome methylation patterns 

different between identical twins?

ˁH0=0% methylation,   

H1>0% methylation

ˁYou have no background information 

on this, so assume there is going to be a 

small effect (0.2).

ˁSelected one-tailed, because canõt have 

negative methylation

Results:

ˁNeed a sample size of  181 pairs of  

twins (362 individuals total).

Dropdown menu items you specified

Values you entered

Value(s) GPowercalculated

Sample size calculation



Paired Wilcoxon: Practice

Calculate the sample size for the following scenarios (with ǟ=0.05, and power=0.80):

1. You are interested in determining if  genome methylation patterns are different between fraternal 

twins.  You collected trial data and found mean methylation levels in twin A at 43.2 (SD=20.9) and at 

65.7 (SD=28.1) for twin B.  

2. You are interested in determining if  genome methylation patterns are higher in the first fraternal twin 

born compared to the second.  You collected the following trial data on methylation level difference 

(in percentage).

3. You are interested in determining if  the cancer risk rate is lower in the first identical twin born 

compared to the second.

Methy. Diff (%) 5.96 5.63 1.25 1.17 3.59 1.64 1.6 1.4



Paired Wilcoxon: Answers

Calculate the sample size for the following scenarios (with ǟ=0.05, and power=0.80):

1. You are interested in determining if  genome methylation patterns are different between fraternal twins.  You collected trial 
data and found mean methylation levels in twin A at 43.2 (SD=20.9) and at 65.7 (SD=28.1) for twin B.  

ˁWith a default correlation of  0.5, found an effect size of  0.89, then used a two-tailed test with a min ARE distribution to get a 
total sample size of  14 pairs

2. You are interested in determining if  genome methylation patterns are higher in the first fraternal twin born compared to 
the second.  You collected the following trial data on methylation level difference (in percentage).

ˁMean of  difference=2.505 with SD=1.87

ˁFound an effect size of  1.33, then used a one-tailed test with a min ARE distribution to get a total sample size of  6 pairs

3. You are interested in determining if  the cancer risk rate is lower in the first identical twin born compared to the second.

ˁGuessed a small effect (0.2) and because I didnõt know the distribution went conservatively with min ARE, then used a one-
tailed test to get a total sample size of  181 pairs

Methy. Diff (%) 5.96 5.63 1.25 1.17 3.59 1.64 1.6 1.4



One-way ANOVA: Overview
Description: this tests if  at least one mean is 

different among groups, where the groups are 

larger than two, for a normally distributed 

variable.  ANOVA is the extension of  the 

Two Means T-test for more than two groups.

Example:

Iˁs there a difference in new car interest 

rates across 6 different cities?

ˁH0=0,   H1Í0

GPower:

ˁSelect F tests from Test family

ˁSelect ANOVA: Fixed effects, omnibus, one-way from Statistical test

ˁSelect A priori from Type of  power analysis

ˁBackground Info:

a) Enter 0.05 in ǟerr prob box ðor a specific ǟyou want for your study

b) Enter 0.80 in Power (1-Ǡerr prob) box - or a specific poweryou want for your study

c) Enter the number of  groups

d) Hit Determine =>

e) Enter in the Mean and Sizefor each group, as well as the SD within each group, then hit 
Calculate and transfer to main window (this will calculate effect size and add it to the Input 
Parameters)

f) Hit Calculate on the main window

g) Find Total sample sizein the Output Parameters

ˁNaïve:

a) Run a-c as above

b) Enter Effect size guess in the Effect size d box

c) Hit Calculate on the main window

d) Find Total sample sizein the Output Parameters

Numeric. 

Var(s)

Cat. Var(s) Cat. Var 

Group #

Cat Var. # 

of Interest

Parametric Paired

1 1 >2 1 Yes No



One-way ANOVA: Example
Is there a difference in new car 
interest rates across 6 different 
cities?

ˁH0=0%,   H1Í0%

Fˁrom a trial study, you found the 
following information for means

ˁWith a SD of  0.786 and group sizes 
of  9

ˁNo Tails in ANOVA

Iˁf  groups are equal size, can enter the 
size in the Purple box, then click 
Equal n

Results:

ˁA total number of  48 samples are 
needed (8 per group).

Dropdown menu items you specified

Values you entered

Value(s) GPowercalculated

Sample size calculation

City 1 2 3 4 5 6

mean 13.19444 12.61111 13.30667 13.24444 13.48333 12.2



One-way ANOVA: Practice

Calculate the sample size for the following scenarios 

(with ǟ=0.05, and power=0.80):

1. You are interested in determining there is a 

difference in weight lost between 4 different surgery 

options.  You collect the following trial data of  

weight lost in pounds (shown on right)

2. You are interested in determining if  there is a 

difference in white blood cell counts between 5 

different medication regimes.

Option 1 Option 2 Option 3 Option 4

6.3 9.9 5.1 1.0

2.8 4.1 2.9 2.8

7.8 3.9 3.6 4.8

7.9 6.3 5.7 3.9

4.9 6.9 4.5 1.6



One-way ANOVA: Answers

Calculate the sample size for the following scenarios 
(with ǟ=0.05, and power=0.80):

1. You are interested in determining there is a 
difference in weight lost between 4 different surgery 
options.  You collect the following trial data of  
weight lost in pounds (shown on right)

4ˁ groups with group size of  5; means of  5.94, 6.22, 4.36, and 
2.82 with SD=2.23

Fˁound an effect size of  0.61 for a total sample size of  36

2. You are interested in determining if  there is a 
difference in white blood cell counts between 5 
different medication regimes.

5ˁ groups; guessed a medium effect size (0.25) for a total 
sample size of  200

Option 1 Option 2 Option 3 Option 4

6.3 9.9 5.1 1.0

2.8 4.1 2.9 2.8

7.8 3.9 3.6 4.8

7.9 6.3 5.7 3.9

4.9 6.9 4.5 1.6



Kruskal Wallace Test: Overview
Description: this tests if  at least one mean is different 
among groups, where the groups are larger than two 
for a non-normally distributed variable.  There really 
isnõt a standard way of calculating sample size in 
GPower, but you can use a rule of  thumb: 

1. Run Parametric Test

2. Add 15% to total sample size

(https://www.graphpad.com/guides/prism/7/statistics/in
dex.htm?stat_sample_size_for_nonparametric_.htm)

Example:

Iˁs there a difference in draft rank across 3 

different months?

ˁH0=0,   H1Í0

GPower:
ˁSelect F tests from Test family

ˁSelect ANOVA: Fixed effects, omnibus, one-way from Statistical test

ˁSelect A priori from Type of  power analysis

ˁBackground Info:

a) Enter 0.05 in ǟerr prob box ðor a specific ǟyou want for your study

b) Enter 0.80 in Power (1-Ǡerr prob) box - or a specific poweryou want for your study

c) Enter the number of  groups

d) Hit Determine =>

e) Enter in the Mean and Sizefor each group, as well as the SD within each group, then hit 
Calculate and transfer to main window (this will calculate effect size and add it to the Input 
Parameters)

f) Hit Calculate on the main window

g) Find Total sample sizein the Output Parameters

h) Add 15% to size (Total + Total*0.15)

ˁNaïve:

a) Run a-c as above

b) Enter Effect size guess in the Effect size d box

c) Hit Calculate on the main window

d) Find Total sample sizein the Output Parameters

e) Add 15% to size (Total + Total*0.15)

Numeric. 

Var(s)

Cat. Var(s) Cat. Var 

Group #

Cat Var. # 

of Interest

Parametric Paired

1 1 >2 1 No No

https://www.graphpad.com/guides/prism/7/statistics/index.htm?stat_sample_size_for_nonparametric_.htm


Kruskal Wallace Test: Example
Is there a difference in draft rank 

across 3 different months?

ˁH0=0,   H1Í0

ˁYou donõt have background info, so 

you guess that there is a medium

effect size (0.25)

Results:

ˁA total number of  159 samples are 

needed (53 per group) for the 

parametric (ANOVA)

Fˁor the non-parametric:

ˁ159 + 159*0.15 = 182.85

ˁRound up

ˁTotal of  183 samples (61 per group) 

are needed.

ˁNotice that non-parametric is weaker

Dropdown menu items you specified

Values you entered

Value(s) GPowercalculated

Sample size calculation



Kruskal Wallace Test: Practice

Calculate the sample size for the following scenarios (with 

ǟ=0.05, and power=0.80):

1. You are interested in determining there is a differencein 

hours worked across 3 different groups (faculty, staff, and 

hourly workers). You collect the following trial data of  

weekly hours (shown on right).

2. You are interested in determining there is a difference in 

assistant professor salaries across 25 different departments.

Faculty Staff Hourly

42 46 29

45 45 42

46 37 33

55 42 50

42 40 23



Kruskal Wallace Test: Answers

Calculate the sample size for the following scenarios (with 
ǟ=0.05, and power=0.80):

1. You are interested in determining there is a differencein hours 
worked across 3 different groups (faculty, staff, and hourly 
workers). You collect the following trial data of  weekly hours 
(shown on right).

ˁ3 groups with group size of  5; means of  46, 42 and 35.4 with 
SD=8.07

ˁFound an effect size of  0.54 for a parametric sample size of  39

ˁ39*1.15=44.85 -> round up to total sample size of  45 (15 per 
group)

2. You are interested in determining there is a difference in 
assistant professor salaries across 25 different departments.

ˁ25 groups; guessed a small effect size (0.10) for a parametric 
sample size of  2275

ˁ2275*1.15=2616.26 -> round up to total sample size of  2625 (105 
per group)

Faculty Staff Hourly

42 46 29

45 45 42

46 37 33

55 42 50

42 40 23



Repeated Measures ANOVA: Overview
Description: this tests if  at least one mean is 
different among groups, where the groups are 
repeated measures (more than two) for a 
normally distributed variable.  Repeated 
Measures ANOVA is the extension of  the 
Paired T-test for more than two groups.

Example:

Iˁs there a difference in blood pressure at 1, 

2, 3, and 4 months post-treatment?

Hˁ0=0 bpm,   H1Í0 bpm

GPower:

ˁSelect F tests from Test family

ˁSelect ANOVA: Repeated measures, within factors from Statistical test

ˁSelect A priori from Type of  power analysis

ˁBackground Info or Naïve:

a) Enter 0.05 in ǟerr prob box ðor a specific ǟyou want for your study

b) Enter 0.80 in Power (1-Ǡerr prob) box - or a specific poweryou want for your study

c) Enter the number of  groups andmeasurements (see next page)

d) Enter the Corr among rep measures and the Nonsphericitycorrection ǣ (see next page)

e) Hit Determine =>

f) Enter calculated Partial ǥ2 (eta squared) (see next page)

ˁ for Background, enter calculated eta squared and select as in SPSS for the Effect size 
specification in the Options bar 

ˁ for Naïve, enter guess eta squared (based on convention) and keep the Effect size 
specification on as in Gpower3.0and will also have to enter a guess for the Corr among 
rep measures parameter

g) Hit Calculate and transfer to main window

h) Hit Calculate on the main window

i) Find Total sample sizein the Output Parameters

Numeric. 

Var(s)

Cat. Var(s) Cat. Var 

Group #

Cat Var. # 

of Interest

Parametric Paired

1 1 >2 1 Yes Yes



Repeated Measures ANOVA: parameters and how to calculate them

ˁNumber of  groups: how many different groups are being subjected to the repeated measurements

ˁIn the simple case, it is one (college students)

ˁIn more complex designs, it may be more than one (college freshman, sophomores, juniors, and seniors)

ˁNumber of  measurements: how many repeats of  a measurement

ˁEx. number of  times blood pressure is measured

ˁCorr among rep measures: Correlation

ˁNo easy way to get a single correlation value

ˁCan average all the values from a correlation table

ˁOr default to 0.5 unless you have reason to believe it higher or lower

ˁNonsphericitycorrection ǣ: The assumption of  sphericity, 

ˁCan be estimated with background info

ˁOtherwise, if  the data is assumed to be spherical, enter 1

ˁSpherical: variances of  the differences between all possible pairs of  the within subjects variable should be equivalent

ˁPartial ǥ2 (eta squared): proportion of  the total variance in a dependent variable that is associated with the membership of  different groups 
defined by an independent variable

ˁThe larger the eta, the larger the effect size

ˁCan be estimated with background information (Equation is ǥ2= SSeff / ( SSeff + SSerr) where SSeff is the sum of  squares between groups and 
the SSerr is the sum of  squares within groups

ˁOtherwise, enter guessed value; convention is small=0.02, medium=0.06, large=0.14



Repeated Measures ANOVA: Example
Is there a difference in blood 

pressure at 1, 2, 3, and 4 months 

post-treatment?

ˁH0=0,   H1Í0

1ˁ group, 4 measurements

ˁHave no background info

ˁAssume 0.5 correlation and 

Nonsphericitycorrection of  1.0

ˁAssume small partial eta-squared 

(0.02)

Results:

ˁA total number of  69 samples are 

needed (each getting 4 

measurements).

Dropdown menu items you specified

Values you entered

Value(s) GPowercalculated

Sample size calculation



Repeated Measures ANOVA: Practice

Calculate the sample size for the following scenarios (with 

ǟ=0.05, and power=0.80):

1. You are interested in determining if  there is a difference in 

blood serum levels at 6, 12, 18, and 24 months post-

treatment. You collect the following trial data of  blood 

serum in mg/dL (shown on right).

2. You are interested in determining if  there is a difference in 

antibody levels at 1, 2, and 3 months post-treatment.

Iˁnfo : no background info, but expect nonsphericitycorrection of  

1, correlation of  0.5, and medium eta squared (remember to 

select as in GPower3.0 in options)

6 months 12 months 18 months 24 months

38 38 46 52

13 44 15 29

32 35 53 60

35 48 51 44

21 27 29 36



Repeated Measures ANOVA: Answers

Calculate the sample size for the following scenarios (with ǟ=0.05, 
and power=0.80):

1. You are interested in determining if  there is a difference in blood serum 
levels at 6, 12, 18, and 24 months post-treatment? You collect the 
following trial data of  blood serum in mg/dL (shown on right).

ˁ1 group, 4 measurements

ˁRan Repeated measures in SPSS with data to get ǥ2= SSeff / ( SSeff + SSerr)

ˁǥ2= 19531.2 / (19531.2 + 1789.5) = 0.92 (selected as in SPSS in options)

ˁSphericity was non-significant (p=0.712), so nonsphericitycorrection is 1.0

ˁGot effect size of  3.39 for a total sample size of  3

2. You are interested in determining if  there is a difference in antibody 
levels at 1, 2, and 3 months post-treatment?

ˁ1 group, 3 measurements

ˁGuessed a medium eta squared (0.06), selected as in GPower3.0 in options

ˁSet correlation to default of  0.5 and nonsphericitycorrection to 1.0

ˁGot effect size of  0.25 for a total sample size of  27

6 months 12 months 18 months 24 months

38 38 46 52

13 44 15 29

32 35 53 60

35 48 51 44

21 27 29 36



Friedman Test: Overview
Description: this tests if  at least one mean is 
different among groups, where the groups are 
repeated measures (more than two) for a non-
normally distributed variable.  The Friedman test 
is the extension of  the Two Means Wilcoxon 
test for more than two groups.

Example:

Iˁs there a difference in taste preference 

across three different desserts for a group 

of  students?

Hˁ0=0,   H1Í0

GPower:

ˁSelect F tests from Test family

ˁSelect ANOVA: Repeated measures, within factors from Statistical test

ˁSelect A priori from Type of  power analysis

ˁBackground Info or Naïve:

a) Enter 0.05 in ǟerr prob box ðor a specific ǟyou want for your study

b) Enter 0.80 in Power (1-Ǡerr prob) box - or a specific poweryou want for your study

c) Enter the number of  groups andmeasurements

d) Enter the Nonsphericitycorrection ǣ

e) Hit Determine =>

f) Enter Partial ǥ2 (eta squared)

ˁ for Background, enter calculated eta squared and select as in SPSS for the Effect size 
specification in the Options bar 

ˁ for Naïve, enter guess eta squared (based on convention) and keep the Effect size 
specification on as in Gpower3.0and will also have to enter a guess for the Corr among 
rep measures parameter

g) Hit Calculate and transfer to main window

h) Hit Calculate on the main window

i) Find Total sample sizein the Output Parameters

j) Add 15% to size (Total + Total*0.15)

Numeric. 

Var(s)

Cat. Var(s) Cat. Var 

Group #

Cat Var. # 

of Interest

Parametric Paired

1 1 >2 1 No Yes



Friedman Test: Example
Is there a difference in taste preference 
across three different desserts for a 
group of  students?

ˁH0=0,   H1Í0

ˁ1 group, 3 measurements

ˁFrom a trial study, you found a sphericity 
of  0.888

ˁThe eta-squared was

ˁSSeff / ( SSeff + SSerr)

ˁ18 / (18 + 40) = 0.31

ˁMake sure to select the correction Option

Results:

ˁA total number of  15 samples are needed 
for parametric

ˁNon-parametric:

ˁ15 + 15*0.15 =17.25 (round up) -> 18

ˁA total of  18 samples are needed (each 
getting 3 measurements).

Dropdown menu items you specified

Values you entered

Value(s) GPowercalculated

Sample size calculation


